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1. Introduction

Recently, neural network (NN) agorithm is widely
used for pattern recognition because of its abilities of
self-organization, parallel processing and
generalization . With these 3 abilities, the NN can
recognize patterns effectively and robustly. Therefore,
the NN has been applied to invent a new recognition
syssem and its hardware usng a DSP unit for
banknote reader and sorter machines. In recognition
processes, there are 3 important steps that are () a
dab values extraction, (ii) the NN system, and (iii) the
DSP application.

In our previous research'®, this proposed system
had been applied for various kinds of worldwide
banknote such as Japanese Yen, US Dollar and Euro
banknote. In this research, a new kind of banknote,
Tha banknote (Baht = B) is proposed as the object of
recognition. Since, the recognized banknote target is
different from the previous research. Therefore, new
threshold values for edges detection and a suitable
mask set which used for the slab values extraction
must be selected again. Generally, Thai banknote has
20 patterns (5 types~ 4 conveyed directions). These 4
conveyed directions are head upright, head reversed,
tail upright, and tail reversed. However, in this
research, an axis-symmetry mask set has been applied.
Then, the total number of patterns, which are
recognized, is decreased to 10. Next section, the
recognition system overview, the dab values
extraction, and the NN system are briefly described.
Then, the experimental results are presented. Finaly,
the DSP application of this system is explained.

2. Proposed Recognition System
This recognition system consists of preprocesses,

the NN system, and the DSP unit as shown in Figure 1.

The first part is preprocesses which performed on PC.
On the dab values extraction, the dab values, which
represented as characteristics of banknote, are
extracted from each banknote image by using an
axis-symmetry mask set. Then, al slab vaues are
inputted to the NN system for learning and
recognition. To confirm the recognition ability of the
system before applied for real banking machines, the
NN system is firstly performed on PC. Finally, when
yield the effective recognition system, all banknote
images, an axis-symmetry mask set, and PC
converged NN weights are transferred to the DSP unit
to execute the NN learning and recognition for the
real world system. In this section, all preprocesses and
the NN system are described.
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Figure 1 The Recognition System Overview.

2.1. Data Collecting and Edges Detection

The proposed recognition system classifies Thai
banknote types from banknote images. Therefore,
Thai banknote images are collected as training data
for the NN system. To begin, the banknote image is
collected by scanner and saved as bit map data. Next,
each bit map data is transformed to the NN data
format and saved into PC for applying as input to next
processes.

Since, a mask set is applied for the dab values
extraction, so edges and center of banknote images
must be detected to locate the mask. For this detection,
2 threshold values, threshold “cho” and “tan”, are
manually selected until yield suitable vaues for all
Thai banknote types. These threshold values are
offsets of gray scale level projection in long and short
side of the banknote. The first and last column (or
line) that its gray scale level is more than the
threshold values is decided as the edge of banknote
image. Finaly, banknote center is automatically
detected.

2.2. Slabs Values and Axis-symmetry Masks

In this research, the characteristics of each banknote
image are dab values that extracted by using an
axis-symmetry mask set. This kind of mask set
consists of 50 axis-symmetry mask patterns. Thus,
each banknote image has 50 slab values and each slab
value is summation of non-masked pixel vaues of
each mask pattern. Using the dab values, the NN
scale is reduced, which is useful for commercial
products, because each pixel value of banknote image
is not necessary inputted to the NN. To yield the dab
values, firstly, the mask set is manualy selected.
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Second, center of each mask pattern is located at the
same position as the banknote center as shown in
Figure 2. Findly, all dab vaues are extracted and
save as database on PC. As a result of using the
axis-symmetry mask set, 2 conveyed directions of
banknote image are recognized simultaneoudy
(Figure 2). Therefore, total number of recognized
patterns for Thai banknote is only 10. Namely, 5 types
" 2 conveyed directions (head and tail).

Symmetry Axes

Image
Frame

Head Upright Head Reversed

N4

Same slab value I

Figure 2 Axis-symmetry Mask and Slab Values.

2.3. Neural Network

In this research, the NN system has 3 layers, input,
hidden, and output layer. Table 1 shows the NN
structure and learning conditions. Since, one mask set
has 50 mask patterns then input nodes number of the
input layer is adso 50. And the total number of
banknote patterns that are recognized is 10 that equa
to output nodes number of the output layer. For the
NN learning, 20 pieces of each banknote pattern are
applied as the training data and its learning algorithm
is the backpropagation method. The training data are
learned to adjust the NN weights until the error will
be reduced below the minimum mean squared error or
the iteration number will be reached the maximum
iteration number.

Table 1 The NN Structure and Learning Conditions.

Mask no. 50
No. of banknote types 10
Hidden node no. 30
Learning data/ pattern 20
Testing data/ pattern 80
Mean square error 0.0001
Maximum iteration no. 20000

Backpropagation

Learning agorithm method

3. Experimental Results

After the NN learning process is completed, the
converged NN weights and the mask set are saved in
PC and then 80 pieces of banknote image per
patterns are tested on PC to evaluate recognition
ability by using those NN weights. A recognition
ability of al banknote patterns is 100% excepting the
50B head and the 100B head, which their abilities are
95.56% and 98.89%, respectively. Moreover, there is
till problem on reliability of the system because of
fluctuation of the output response of some patterns.
These fluctuations are mainly affected by 2 factors
that are (i) the mask positions and (ii) the threshold
values for edges and center detection.

4. DSP Application

To apply this recognition system for real banking
system, the DSP unit is proposed. After the system
ability was confirmed by testing on PC, all banknote
images, the mask set, and PC converged NN weights
are transferred to the DSP unit. The DSP unit starts to
execute the NN learning again to confirm the
converged NN weights and then the recognition
process is executed. The NN learning and recognition
are performed by NN caculations which saved on
flash memory of the DSP unit. By performing the
experiment, it seems that the ability of recognition
system on the DSP unit is same as the recognition
ability of PC experiment.

5. Conclusion

The NN recognition system with the axis-symmetry
mask set for Thai banknote has been proposed and its
recognition ability was confirmed by evauating
severa pieces of banknotes on both PC and the DSP
unit. However, there are some problem in the system
reliability because of the output fluctuation by mask
set and threshold values. Therefore, in the future, we
will improve the threshold-values selection method
and apply a genetic algorithm (GA) for mask selection
to improve the reliability of this recognition system.
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Abstract

Nowadays, neural networks (NNs) are widely used in many fields of engineering and the
most famous application is pattern recognition. In previous researches of Prof. Takeda, a
banknote recognition system using a NN has been developed for various applications in
worldwide banking systems such as bank note readers and sorters. In this report, a new kind of
banknotes, Thai banknotes, are being proposed as the objects of recognition There are 5 types
of Thai banknotes that are 20B, 50B, 100B, 500B, and 1000B (B = bath) and there are 4
conveyed directions for inserting them, namely head upright, head reversed, tail upright, and
tail reversed. So, there are totally 20 patterns for recognition. For the recognition, there are
three important steps which are (i) image preprocesses, (ii) a neura agorithm, and (iii) digital
sgnd processing (DSP).

To begin, slab values are collected by applying an axis-symmetry mask set which is one
of image preprocesses. These dab values are the digitized characteristics of a banknote. The
dab vaue is equa to the summation of non-masked pixel values of each banknote image.
This kind of mask set has symmetry-masked areas for both vertical and horizontal axes of
banknote. As a result of using this mask set, both upright and reversed direction of the same
banknote can be recognized, ssimultaneously. Therefore, in this case, the total number of
patterns that are recognized is 10. Next, a neural algorithm, slab values are input to the NN to
execute its learning process. After the learning process is completed, the mask set and the NN
weights are transferred to a DSP unit that consists of a DSP device for recognition in real
banking machines. Furthermore, for commercial usability, the NN algorithm is also
transferred to this DSP unit in order to execute learning and recognition. Finally, several
hundred banknotes samples are analyzed to show efficiency of the proposed system. By
following the three steps of the proposed system that have been explained above, the
recognition ability of the proposed system was confirmed. It seems possible that this system
can be use in worldwide banking systems.

Key words. Neura networks, Digital signal processor, Image preprocesses, Continuous
learning, Banknote recognition.
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11 Study purpose

Chapter 1. Introduction

This report presents “ Thai banknote recognition by using neural network” which is one of
Takeda laboratory's researches at Kochi University of Technology. This chapter shows
purpose and brief description for a proposed system of this research. Moreover, since, Thal
banknotes have been proposed as the objects of recognition. Therefore, Thai banknote
characteristics are dso discussed on this chapter.

1.1 Study purpose

In worldwide banking systems, there are severa kinds of banknotes then it takes much
time to classify all banknote kinds by human. Thus, automatic banknote readers and sorters
machines are needed. For this reason, many recognition techniques such as a discriminative
inequality technique and a neural network (NN) technique have been proposed for the reader
and sorter machines. Based on several previous research studies, it seems that the NN
technique is more suitable and robust for recognition than any other techniques because of its
self-organization, parallel processing, and generalization abilities [*3!. Therefore, the NN
technique has been applied to invent recognition system for banknote readers and sorters
machines. However, using only the NN technique for recognition is not effective for real
world banking system. Consequently, image preprocessing techniques and a Digital Signal
Processor (DSP) implementation also have been applied to improve the recognition ability of
such system. Therefore, this recognition system is composed of three core techniques that are
image preprocesses, the NN technique, and DSP implementation

This recognition system has been applied to recognize many kinds of banknotes such as
US dollar and Japanese yen. In this report, a new kind of banknotes, Thai banknotes, have
been proposed as objects of recognition because there is no machine to recognize Thai
banknotes now. Moreover, in Thailand, there are only coin-recognized machines at train
statiors that are not convenient for ticket buying. Therefore, Thai banknotes recognition
machines are needed and it is possible that this research will be helpful for Thai banking
system in the neer future.



1.2 Tha banknotes

1.2 Tha banknotes

For Thai banknotes (Baht = B), there are 5 types that are 20B, 50B, 100B, 500B, and
1000B. Figure 1.1 shows all types of Tha banknotes in 2 directions (Head and Tail). Each
type has same width, 7.2 cm but has different length and color. For example, 20B is green
and 13.8 cm long while 500B is violet and its length is 16.6 cm. Furthermore, there are 4
conveyed directions of each type for inserting them to the banking machine which are head
upright, head reversed, tail upright, and tail reversed. Figure 1.2 shows 4 conveyed directions
for 20B. Therefore, there are totally 20 patterns for inserting all Thai banknotes to the banking
mechine.

() 50B Head (50HB) (d) 50B Tail (50TB)




1.2 Tha banknotes

(c) 20B Tail Upright (d) 20B Tail Reversed

Figure 1.2 4 Conveyed Directions of the 20B Banknote.

Since, this recognition system has been used for US dollar and Japanese yen then
differences between those banknotes and Thai banknotes are discussed. There are 2 obviously
differences among these 3 banknotes kinds. The first difference is banknote width. While
Thai banknotes are 7.2 cm wide, US dollar and Japanese yen width are 6.6 cm and 7.6 cm,
respectively. Figure 1.3 shows width comparison among these 3 kinds of banknotes. Another
important differenceis color of banknote. Thai banknotes color is generaly vivid as shown in
Figure 1.1. In contrast, color of US dollar and Japanese yen are usualy pale when comparing
with Thai banknotes such as green, gray, pae blue, and brown as shown in Figure 1.3. By
these 2 differences, it concludes that Thai banknotes obvioudly differ from US dollar and

Japanese yen.



1.2 Tha banknotes
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Figure 1.3 Tha Banknote, Japanese Yen, and US Dollar Comparisons.



2. Literature Review

Chapter 2: Literature Review

Several years ago, many researchers applied various recognition techniques to invent
banknote recognition machines such as a discriminative inequalities technique and a NN
technique*®. For the discriminative inequalities technique, it requires discriminative points,
which contain characteristics of each banknote, and threshold values to distinguish purpose
banknote from other banknotes. This technique requires expert engineering designers to
manually determine those required values by trail and error that take much time to design
banknote recognition machines. Therefore, the NN technique, which is widely used in severa
fields of engineering such as pattern recognition, system identification and control problem,
has been applied for banknote recognition The NN is applied for banknote recognition, which
is part of pattern recognition, because of its abilities of self-organization, parallel processing,
and generalization!*®!. By these 3 ahilities, the NN can recognize patterns effectively and
robustly.

According to previous researches of Prof. Takeda, a three-layers NN has been applied to
recognize banknotes by inputting FFT data of banknotes which extracted from 4 sensors to
the NN 3. However, this kind of inputs made a large scale of the NN and then made a scale
problem for inventing banknote recognition machines. Therefore, a slab-like achitecture*®
and a mask preprocess [*¥ have been applied to reduce scale of the NN and improve ability of
the recognition system, respectively. For the mask preprocess, mask positions are selected
randomly (231 and then applied to banknotes image for making a slab value which used as
input for the NN. Moreover, excepting the dab-like architecture, the NN scale is also
decreased by applying axis-symmetry mask positions [”! instead of random mask positiors.
According to the axis-symmetry mask positions, the output scale of the NN is twice reduced
as will be shown on next chapter. To confirm recognition ability of this system, it has been
applied to recognize many banknotes types such as US dollar, Japanese yen, and Euro
banknotes 11128 |n this study, this recognition system with the axis-symmetry masks is
gpplied to recognize a new kind of banknotes, Thai banknotes.



3.1 Sysem overview

Chapter 3: Methodology

In this chapter, the proposed recognition system is described. To begin, overview of the
system is presented on the first section of this chapter. Next, each preprocesses are described
on other sections. Finally, on the last section, the NN structure and its processes that have
been used for this research are explained.

3.1 System overview

Figure 3.1 shows the proposed system configuration. This system consists of 3 main parts,
which are preprocesses, the NN, and the DSP unit. For preprocesses, the objective of this part
is dlab-values extraction. These slab values are characteristics of a banknote image and wsed
as inputs for the NN. Therefore, the first step of preprocesses is banknote images collecting
by using scanner. Then, edges and center of all banknote images are detected for masks
location. After that an axis-symmetry mask set is applied to each bankrote images to extract
slab values. All preprocesses are performed on PC before transferring all banknote images
and the axis-symmetry mask set to the DSP unit for learning and recognition by the NN. Each
preprocess will be described in detail on section 3.2, 3.3, and 3.4 of this chapter.

Banknote Recognition System

! I !

Preprocesses TheNN The DSP Unit

| Benknote scanming | Backeropagation Real banking
and collecting machines

| | Edges and center detection — Recognition

|| Slab and mask processes

Figure 3.1 Proposed System Configuration.



3.1 Sysem overview

Next, second part, the NN has 3 layers that are an input layer, a hidden layer, and an
output layer which structure of this three-layered NN is 50" 30" 10, respectively. The number
10 of the output layer is represented a number of banknote patterns that have to be recognized
(5types ©~ 2 conveyed directions). The NN has 2 important functions that are learning and
recognition. For NN learning, a Backpropagation (BP) method is applied as a learning
algorithm of this research. After finish learning, NN weights, which converged to learning
condition, are used for banknote recognition. On the last section of this chapter, the BP
method, learning procedure, and the NN recognition will be explained.

Although a system, which use only preprocesses and the NN, can recognize banknotes, it
is not sufficient for real banknote recognition machines. Therefore, next part, the DSP unit is
applied. This DSP unit can both learn and recognize banknotes by itself because of the NN
caculations on its flash memory. This DSP unit will be a man part of the banknote
recognition machine. The DSP unit operations will be explained in detail on chapter 5. A
banknote recognition flowchart of the proposed system is shown in Figure 3.2.

Banknote Scanning and Collecting

12

Edges and Center Detection

<2

Mask Selection and Location

Slab and M ask
_\| } > Processes

Sab-vaues Extraction

I ! /
\
Backpropagation (BP) Learning
NN Recognition on
The DSP Unit
/

The DSP Unit

Figure 3.2 A Banknote Recognition Flowchart.
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3. 2 Banknote scanning and collecting

In this research, we perform 2 experiments that are PC experiment and DSP unit
experiment. First, we execute all preprocesses and the NN on PC © confirm recognition
ability of the proposed system. Next, for the DSP unit experiment, banknote images, the
axissymmetry mask set, and converged NN weights that saved on PC from the PC
experiment are transferred to the DSP unit for learning and recognition as a real banknote
reader and sorter machine. The experimenta results of those experiments are shown on
chapter 4 and 5.

3.2 Banknote scanning and collecting

Since, we use dab values, which are characteristics of banknote image, as inputs of the
NN then banknote images must be collected. Therefore, the first step of preprocesses is
banknotes scanning and collecting. Figure 3.3 shows the banknote scanning and collecting
flowchart.

Scanner

Bit Map datawith
256 gray scde levels

Thai banknote

Data Transfor mation

NN data

Header writing on NN data

NN data with header

Figure 3.3 Banknote Scanning and Collecting Flowchart.



3. 2 Banknote scanning and collecting

First, each banknote image is collected by a scanner with 3 conditions that are i) 72 dpi
resolution, ii) 256 gray scale level mode, and iii) 60% scanning image and then a scanned
image is saved as a hit map data on PC. Second, the bit map data of each banknote image is
transformed to a NN data form which used for dab-values extraction. To get the NN data, the
bit map data is divided aong the vertica and horizontal axis to get 32" 216 pixels image
frame which is called the NN data as shown in Figure 3.4. The pixel value (Np) of each pixel
of the NN data is equal to the average value of al pixels vaue (x) of the bit map data which
are located in that NN pixel. Namely, one pixel of the NN datais composed of n pixels of the
bit map data, therefore; pixe value of that NN pixd isequd to the following equation.

1
pixel valLe of the NN data (N,) = Hé{ X 3.1)
i=1

Third, a header of each NN data image, which is used to indicate specific information of
each banknote image such as pattern number, conveyed direction, and country, is written as
shown in Figure 3.5. Finally, the NN data, which already include header, are saved on PC for
using as banknote images for rest of processes.

. 1n .
pixel vdue (N,) = L2 X, |« 32" 216 pixels

Bit Map Data

NN Data

Figure 3.4 Bit Map Datato NN Data Transformation.
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3.3 Edges and center detection

DataFile: BREDAR.DE
Input rage Ho. 1 Header

Do you want to save ¥ (Y/H)

" = AN

it

Destination file ...

Data: s

Figure 35 Specific Information of the Banknote Image (NN data form).

3.3 Edgesand center detection

Before locating masks on banknote image, banknote edges and center have to be detected.
For edges detection, 2 significant threshold values that are threshold “cho” and “tan” are
required. Threshold “cho” and “tan” are offsets of gray scale level projection on the long and
wide side of banknote image, respectively. The first and last columns (or line), which their
gray scae level is higher than the threshold cho (or tan), are decided as edges of banknote
image. Since, each Thai banknote type has different gray scale level from others then these 2

threshold values must be tuned manually until yield suitable threshold values for al Thai
banknote types.

After yield the suitable threshold values for the edges detection, edges and center of
banknote image are detected, automatically. For Thai banknotes, the threshold “cho” and
“tan’ are 10 and 35, respectively. By these threshold values, edges and center all Thai
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3.3 Edges and center detection

banknote types are detected accurately. Figure 3.6 shows the edges detection of the 20B head
direction (20HB). Since, the banknote image is the NN data format then it consists of 32 lines
and 216 columns. Edges of this 20HB are line 9 and 21 for a top and bottom edge and column
47 and 195 for a left and right edge, respectively. Namely, line 9 and 21 are the first and last
line along the wide side of the 20 HB image which their gray scale level is higher than the
threshold “tan” as shown on Figure 3.6.

File [BNZOAB.DE] Page 1/30

threshold tan
tanl 9]

threshold cho = :.' ::. Inage Size (216,32)

chol 47]

Hiline)
g2liline)
47 (colunn )

195 colunn )

edge tanl
edge tang
edge chol
EdHE chod

Figure 3.6 Edges Detection with Threshold Vaues.

As aresult of the edges and center detection, the axis-symmetry mask set is manually
selected and then applied to banknote image. Figure 3.7 is example of a mask pattern that
located on the 20 HB image. To locate mask, center of mask pattern is located at the same
position as the center of banknote image. Consequently, the slab values of that banknote
image are extracted and used as inputs of the NN system. Details of the slab and mask
processes are described on the next section.
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3.4 Sab and mask processes

3.4 Slab and mask processes

On this section, the dab and mask processes for dab-values extraction are presented.
There are 3 subsections for these processes explanation First, definition of slab value and
mask are described. Then, structure and advantage of the axis-symmetry mask set are
explained. Finally, selection method and location of a mask set that used in this research are
shown.

P F Mask Area

Mask Center — !
An Axis-symmetry Mask

Figure 3.7 Center Detection and Mask Location.
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3.4 Sab and mask processes

3.4.1 Slab value

The previous researches of Prof. Takeda '8 proposed the mask process to reduce scale
of the NN for effectiveness in practical banking machines. Refer to the invariance network of
Widrow!*®!, dab value, which extracted by using the MAJ (majority) operator, is used as the
characteristic of an input image. By using the slab value, output of the NN is robust for any
modifications of the input image and the scale of the NN is also reduced. Therefore, this dab
method has been applied for the NN scale reduction! 1181,

To reduce scale of the NN, pixels value of each image are summed up as so-called a slab
value, and then used as the NN input. This dab value is regarded as the digitized
characteristic of a banknote. Sometimes, although two images are different, they have the
same dlab value as shown in Figure 3.8. Therefore, the mask process is applied to solve this
problem so that the dab vaue is the summation of non-masked pixel values as shown in
Fgure 3.9.

W=l []=0
Pattern A E S —p» 23
Same dab value
Pattern B S —> 23

Figure 3.8 Different Images with Same Sab Vaues.

Moreover, for the effective NN recognition system, severa masks, which have different
mask patterns, are applied as amask set to each input image to yield various and different slab
values. Thus, by combining this technique with the NN, the NN scale is reduced and number
of input nodesof the NN is depended on number of mask patterns in a mask set. Figure 3.10
shows the configuration of the NN recognition system with the dab and mask processes.
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3.4 Sab and mask processes

| [ [
Pattern A ﬁ } S —p 13
[

| [[] Maskarea
Pattern B E } S —p» 15
= |

Figure 3.9 Different Images with Mask and Different Siab Vaues.

Slab and M ask
Processes

4+  Axis-symmetry Mask Set

-

Figure 3.10 The NN Configuration with Slab and Mask Processes.
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3.4 Sab and mask processes

3.4.2 Axis-symmetry mask

A mask set has been applied to banknote images for the effective recognition system. In
this research, one mask set has 50 mask patterns and each mask pattern is divided into 48

blocks (4 © 12), which used to locate mask areas. Figure 3.11 shows configurati
pattern.
Mask Origin

<
%
@)
o
@

on of a mask

LA

Figure 3.11 Mask Pattern Configuration with (W™ h) Block Size.

Section 1
Imaoge Frame
Mask area !
Mask Pettern Banknote | mage
: [ Nt I
i [ ]
— G )V bl Mt o N N > -
Head Upright Head Reversed

S

Same dab value I

Fgure 312  Axis-symmetry Mask Structure.
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3.4 Sab and mask processes

From previous researches, mask areas of a mask pattern are randomly selected. However,
in this research, the axis-symmetry mask is applied because of its advantage in multiple kinds
banknote recognition!” [*® . For using this kind of mask, a banknote image and amask pattern
are divided equally by symmetry axes for both vertical and horizontal axis. Next, center of
mask pattern is located at the same position as center position of the banknote image. Finally,
mask aress of the axis-symmetry mask are a'so randomly selected but its areas are located by
refer to a vertical and horizontal axis of banknote image. Namely, mask areas are randomly
selected and firstly locate on a section 1 of the image. After that other mask areas are located
at the position, which symmetry with the mask areas in the section 1, on other sections of a
mask pattern one by one as shown in Figure 3.12.

Asdiscussed on the chapter 1, there are 5 types for Thai banknotes and each type has 4
conveyed directions which are head upright, head reverse, tail upright, and tail reverse. Thus,
there are totally 20 patterns for Thai banknotes. However, as a result of using the
axis-symmetry mask, the dab values of both head (tail) upright and head (tail) reversed
directions of the same banknote are identical. Then, 2 conveyed directions of a banknote
image, upright and reversed, are recognized smultaneously. Therefore, there is only 2
directions of each banknote type, head and tail direction, which should be recognized, and
number of total banknote patterns that have to be recognized by the NN is only 10 that are
20HB, 20TB, 50HB, 50TB, 100HB, 100TB, 500HB, 500TB, 1000HB, and 1000TB. Figure
3.12 shows how slab values of upright and reverse direction are the same and present the
axis-symmetry mask structure.

3.4.3 Mask sdlection and location

In this research, we apply a mask set to all banknote images for the dab- values extraction.
This mask set consists of different 50 mask patterns. Mask areas of each mask pattern are
randomly selected according to significant area to distinguish all patterns of Tha banknotes
and located by refer to the vertical and horizontal axis as discussed on last subsection. Since,
center of mask pattern must be located at the same position as center of banknote image then
we locate mask pattern and define its size by refer to an offset. This offset indicates distance
between an origin point of mask pattern and its center point. For example, mask offset is (-48,
-4) and center of the banknote image locates at (121, 15) then the origin point of mask pattern
is (73, 11) as shown in Figure 3.13. These coordinates are pixel coordinates of the banknote

image.
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. Image Frame

AT (BT ]
ity .
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B Mak Area(8” 2)

Figure 3.13 Mask Location on the Banknote Image.
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Figure 3.14 50 Slab Vaues of the 20B Head (20HB).
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3.5 Neura network

Each mask pattern consists of 48 blocks that used for mask location. Size of each block is
manually select and it is proportional to a mask offset. However, this block size is not bigger
than 12~ 12 because of the limitation of the banknote image size (32~ 216). For this research,
we applied a (-48, -4) mask offset and a(8 = 2) block size for each mask pattern. A mask set
of the axis-symmetry masks that used in this research is shown in Appendix A. After that, this
mask set is applied to each banknote image to yield 50 slab values which used as inputs for
the NN. Figure 3.14 shows 50 dab vaues of the 20HB.

3.5 Neural network

Next, dab values of al banknote images are inputted to the NN for learning and
recognition Therefore, the NN that used in this research are described. First, the NN structure
is presented. Second, NN learning method of this research and its learning conditions ae
explained. Third, learning data which used for training the NN are shown. Finaly, the NN
recognition process is described. Table3.1 shows the NN information of this research. This
information is discussed in detail on next subsections.

Table 3.1 The NN Information of Thai Banknote Recognition

Mask no. (Input node no.) 50

No. of banknote types (Output node no.) 10

Hidden node no. 30

Learning data/ pattern 20

Testing data/ pattern 80

Minimum mean square error 0.0001
Maximum iteration no. 20000
Learning dgorithm Backpropagation method

3.5.1 Neural network structure

A three-layered NN have been applied for this banknote recognition. The NN consists of
an input layer, one hidden layer, and an output layer. For Tha banknotes recognition,
structure of this three-layered NN is50 © 30 © 10. The NN has 50 nodes of the input layer
because there are 50 mask patterns for the axis-symmetry mask set. The 50 slab values that
extracted by the mask set are inputted to the NN for learning. For the hidden layer, number of
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3.5 Neura network

the hidden nodes is selected manually and the suitable amount for this research is 30 nodes.
Since, there are 10 patterns for Thai banknotes recognition, then number of the output node is
10. Figure 3.15 shows the structure of the NN for Thai banknotes.

Input layer

Sab1l
Output layer
Sab2 20 HB
Sab3 » 20TB
Sab4
1000 HB

Figure 3.15 The NN Structure for Thai Banknote Recognition.

3.5.2 Learning method

The backpropagation (BP) method has been used as learning agorithm of this research
because of its generality!”. The BP achieves its generality because of the gradient-descent
which used for the NN learning. The gradient-descent is analogous to an error minimization
process. Error minimization is an attempt to fit a closed-form function to a set of actual data
points. Namely, the closed-form functiondeviates from the exact value by a minimal amount.
Figure 3.16 shows the error minimization process of a function through the set of actud data.

The learning process begins by inputting an input value to the NN. This input is
propagated through the entire network until its output value is produced. Then the BP uses the
generdize deltarule to determine error of the current pattern and contributed by dightly in a
direction that reduce its error signal. After that, the process is repeated for next patterns. The
typical three-layered backpropagation NN is shown in Figure 3.17. Assume that, for Figure
3.17, the input layer has p nodes and the hidden layer has m nodes. For the output layer, it has
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3.5 Neura network

n nodes. Moreover, there are weight W, and Won which represented weights that connect
between layers of the NN.

o
I

testing data
learning data

— = fitting function

> X

Figure 3.16 The Error Minimization Concept.

The first operation of the NN is called feedforward calculation as shown by solid lines on
Figure 3.17. During this operation, the output vector O(t) is calculated by feeding the input
vector |(t) through the hidden layer of the NN. For the given input vector I(t), the output of
the node h of the hidden layer H(t), is

Ho(t) = f(Net,(t)) (32)
Hu(t) = fg%lwhi'i(t)g (3.3

where Netp(t) represents the total input of the node h in the hidden layer, t is iteration number,
and f(x) is the activate function. In this research, sgmoid function as shown in Eq. (3.4) has
been applied as the activate function.

f(x) = 1 — (3.4)
1+e<pge X*q9
e T g

The above equation is the sigmoid function. g is a threshold value that effects to center of
the sigmoid function as shown in Figure 3.18 [l For T, it is called network temperature
constant which effects to dope of the sigmoid graph. When T is large positive number, the
sigmoid graph has few slope as shown on Figure 3.19Y. In this research, T is automatically
selected by our learning program and we applied g= 0. Graph of the sigmoid function at q= 0
isshown in Figure 3.19.
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Figure 3.18 The Sigmoid Function Grgph when g=3and T =0.2.
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3.5 Neura network

f) s

Figure 3.19 The Sigmoid Function Graph with g= 0.

For the output of node o in the output layer Oy(t) is

Opft) = f(Net,(t)) (35)
O,(t) = féaawohfgaé-whili(t)gg (3.6)
éh i 20

where Net(t) represents the total input of node o in the output layer.

The second operation of the NN is error backpropagation or feedback calculation that
marked by dashed lines on Figure 3.17. When inputs of pattern o are inputted to the NN,
actual output on the node o of the output layer is Oo(t) while desired output of that pattern is
To(t). Therefore, error function of this research which defined by mean squared error E(t)
between the desired output To(t) and the actud output Oy(t) is

E() = ST ol @7)

Moreover, when the NN are learned, several learning data are applied. Therefore, the mean
squared error of al output nodes of k™ learning data of the pattern o, Exo(t), is

Eol) = Zalr()- 0,0 @9)

(o]
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3.5 Neura network

Finally, the mean squared error of al learning data of patter o, E(t), is

E(t) = o(t)- 0, () (39

N
=~ Qe
o Qo
=

As discussed before, aim of the BP is error minimization. Therefore, the NN weights have
to be adapted to minimize the mean squared error. In this research, steepest descent has been
applied for the NN weights modification. By this steepest descent, the mean squared error,
E(t), is continuous decreased at each iteration!®. The adaptive rule for the NN weights
between the hidden layer and the output layer is

Woh(t + 1)

Woh (t) + DWoh (t) (3-10)
DWoh(t) - - edo(t)Hh(t) +aDWoh(t B 1) + bD\Noh(t - 2) (311)

where e is learning rate, a is inertia constant and b is oscillation constant. For the learning
rate e if smal learning rate is used, it takes much time for learning procedure to reach the
minimum mean sgquared error. Therefore, large learning rate is applied. Then the NN weights
modification will take large steps and learning procedure is expected to converge faster.
However, if the learning rate is too large, learning process is unstable as shown in Figure 3.20
(2 In this research, the suitable learning rate range is 0.1 < e < 1.0 and the learning rate that
we have been gpplied for experimentsis 0.5.

For inertia constant, a, it reduces oscillation of the mean squared error and accelerates
convergence of learning process. An oscillating constant, b, control oscillation of the error
and control the error to escape from local minimum. In this research, a = 0.95and b =-0.1
have been used for this research. For dy(t), it is generalized error between the hidden layer and
the output layer, which is determined by the following equation

do (t) = [To(t) - Oo(t)] f '(Neto(t)) (312)

Similarly, for the NN weights modification between the input layer and the hidden layer,
the adaptive rule at t™" iteration is

WhL (t+D) = W, (t) + DW (1) (313
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Ending Point Starting Points

L5

(a) a =0.039 (Converged Case) (b) a = 0.041 (Unstable Case)

Figure 3.20 The Stegpest Descent Trgjectories.

DWii(t) = - edy(t)l(t) +aDwy(t - 1)+ bDW(t- 2) (3.14)
Ahlt) = GaWhodk(t)g f (Nety (t) (3.15)

To begin the NN weights modification, initial NN weights are required. In this research,
there are 2 types of the initiad weights depend on learning type. These 2 initial weights types
arei) random initial weights and ii) converged NN weights of last learning. For detail of both
types of the learning are discussed in chapter 5. Then, the NN weights are continuously
adjusted by using above adaptive rules until reach learning condition which will be discussed
on next subsection. Summeary of the NN learning method is shown on Figure 3.21.

3.5.3 Learning conditions

For learning procedure, there are learning conditions that used as stopping criteria for the
NN weights modification. In general, 2 learning conditions are used which are minimum error
and maximum iteration number. Since, the mean squared error has been applied then one of
learning condition is the minimum mean squared error which set at 0.0001. Another learning
condition, the maximum iteration number is 20000. Therefore, the NN begins to adjust its
weights from the initia weights until yield the minimum mean squared error or the iteration
number of weights adaptation reaches 20000. Figure 3.22 shows the error graph during
learning.
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Figure 321  Summary of the NN Learning Method.
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Figure 3.22 Error Graph during Learning Procedure.
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3.5.4 Learning data

To adjust the NN weights, learning data are required. In this research, 20 learning data per
banknote pattern are applied. The 50 slab values of each learning data are inputted to the NN.
During learning, the NN weights are adjusted until the mean squared error between the actual
output and the desired output is equal to 0.0001 or the iteration number reaches the limitation
as discussed on last subsection. Figure 3.23 shows 20 learning data for the 20HB pattern.
These 20 learning data consist of 3 pieces of the 20HB which have different bank number.
For banknote piece no. 1, there are 10 learning data with 5 various positions and 2 different
conveyed directions as shown in Figure 3.23(a). For banknote piece no. 2 and 3, there are 5
learning data for each piece with 5 different positions. However, learning data of banknote
piece no. 2 and 3 differ in the direction as shown in Figure 3.23(b) and 3.23(c).

(a1) (a2)

(&5) (a-R)

(a7

(a9) (a10)
3.23(@) 10 Learning Data of Banknote Piece No. 1 (#4G2022695)
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(b-5)

3.23(b) 5 Learning Data of Banknote Piece No. 2 (#6E8847225)

(c-5)

3.23(c) 5 Learning Data of Banknote Piece No. 3 (#7E7323161)

Figure 323 20 Learning Data of the 20HB.
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3.5.5 Recognition procedure

After learning procedure is finished, the converged NN weights are saved on PC for
recognition process. On the recognition process, the converged NN weights are used as
weights between layers. To begin, banknote that must be recognized is inputted to the
dlab-extraction process and then the slab values of that banknote image are inputted to the NN.
Next, the feedforward calculation of the NN as discussed on previous subsection starts. Then,
output responses of all output nodes are produced. Finaly, pattern that has maximum output
vaue is decided as a correct pattern of that banknote.

However, sometimes, there are 2 output responses which their output values are little
different. Therefore, 2 conditions are set to make the effective recognition. First condition, the
maximum output value, which will be decided as the correct pattern, must larger than
threshold value TH1. Another condition, the difference between the maximum output value
and the second maximum output value must be more than threshold value TH2. Both
threshold values that have been used in thisresearchare TH1 = 0.5and TH2 =0.2.

Hode Ho. B
Hodenum : 10

alabnum ;G0

— Trapiax
— Trapllin

Figure 3.24 Trap Vaues of the 100TB Pettern.
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Moreover, using only the NN is not effective to prevent banknote counterfeit. Therefore,
trap values are applied to make boundary for the slab values of each original banknote. If slab
values of banknote are exceeding the that banknote will be rejected from the machine. The
trap values of each banknote pattern are determined from the following equation.

Trgp vdues = Averagedabvdue + n"s = m (3.16)

where n and m are constant and s is standard deviation of slab values. In thisresearch, n = 6.0
and m = 0.15. Figure 3.24 shows trap values of the 100TB pattern. Therefore, the pattern that
has maximum output values will be decided as the correct pattern if it passes all 3 conditions.
The NN recognition flowchart in summary is shown on Figure 3.25

Extracting slab values from banknote image
and inputting to the NN

Starting the feedforward calculation by
using the converged NN weights

I

Maximum output response

TH1, TH2, and

Trap checking Rejecting banknote

Figure3.25 The NN Recognition Flowchart.
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Chapter 4. Experimental Results and Discussion

Next, the proposed recognition system is tested. Therefore, 80 testing data are applied as
will be described on section of this chapter. Then, the recognition results of all 10 patterns are
shown. Findly, factors that effect to the recognition results are discussed.

4.1 Testing data

For the NN learning, 20 banknote images have been applied as learning data of each
banknote pattern. Next, to test performance of the proposed recognition system, 80 banknote
images are used as testing data for each banknote pattern. These 80 testing data are images of
5 pieces of each banknote pattern that have different banknote number in various positions
and 2 conveyed directions (upright and reversed). The 80 testing data of the 20HB pattern are
shown in Appendix B. These 5 pieces of banknote are composed of usual, worn out, paint,
and defect banknotes. Furthermore, all testing data are not the same as images which used for
the NN learning.

4.2 Recognition results

After applying al testing data to the proposed system, output responses of all output
nodes are calculated. Table 4.1 shows the output responses of first 20 testing data for the
20HB pattern which is pattern no. 1. The output value of the correct pattern should be nearly
1 because the desired output of the NN, which has been discussed on last chapter, is 1. The
table shows a decided pattern number which is equal to the correct pattern - 1 on the most
right column of the table.

To easily show the recognition results, all output responses are plotted as graphs (Figure
4.1 — 4.10). Most correct patterns have the maximum output values that located at top of
graph. However, there are some NN rejected data which will shown by circling on Figure 4.3
and 4.5. For the 50HB pattern (Figure 4.3) that is banknote pattern no. 3, there are 4 NN
rejected data which are data no. 37, 39, 67, and 79. For data n0.37 and 79, athough their
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4.2 Recognition results

maximum output values were produced on 3¢ output node, the NN rejected these 2 data
because differences between their output value and the 5" node output values which are the
second maximum output value were not larger than the threshold TH2. On the other hand, for
data no. 39 and 67, the NN rejected those data because the maximum output values occurred
at 5" output node instead of 3¢ output node. On Figure 4.5, it is output response graph of the
100HB (pattern no. 5). Thereisonly 1 NN rejected data at data no. 45. It was rejected because
of the threshold TH2 for the most and second maximum output values difference. Table 4.2
shows the recognition results of those 5 NN regjected data.
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Table4.1 Output Response of First 20 Tegting Data for the 20HB Pattern (Pattern No.1).

pattern | learning| output #1 | output #2 | output #3 | output #4 | output #5 | output #6 | output #7 | output #8 | output #9 |output #10| decided
no. no. pattern no.
1 1 0.998543 | 0.004667 | 0.000000 | 0.000042 | 0.000951 | 0.000073 | 0.000000 | 0.001679 | 0.003614 | 0.000000 0
1 2 0.998302 | 0.018243 | 0.000000 | 0.000079 | 0.003123 | 0.000013 | 0.000000 | 0.003292 | 0.001649 | 0.000000 0
1 3 0.998640 | 0.000937 | 0.000001 | 0.000013 | 0.000206 | 0.000668 | 0.000000 | 0.000791 | 0.015656 | 0.000001 0
1 4 0.998631 | 0.004886 | 0.000000 | 0.000098 | 0.000552 | 0.000071 | 0.000000 | 0.003009 | 0.002986 | 0.000000 0
1 5 0.998337 | 0.020321 | 0.000000 | 0.000009 | 0.002323 | 0.000006 | 0.000000 | 0.001974 | 0.004146 | 0.000000 0
1 6 0.981631 | 0.012491 | 0.000000 | 0.000073 | 0.001966 | 0.000002 | 0.000000 | 0.003847 | 0.006958 | 0.000000 0
1 7 0.994590 | 0.006237 | 0.000000 | 0.000060 | 0.001964 | 0.000012 | 0.000000 | 0.004002 | 0.005413 | 0.000000 0
1 8 0.863355 | 0.027479 | 0.000000 | 0.001141 | 0.018145 | 0.000000 | 0.000002 | 0.011021 | 0.002931 | 0.000000 0
1 9 0.964968 | 0.007978 | 0.000000 | 0.000221 | 0.002254 | 0.000003 | 0.000000 | 0.003714 | 0.004786 | 0.000000 0
1 10 0.991462 | 0.005457 | 0.000000 | 0.000038 | 0.001681 | 0.000019 | 0.000000 | 0.000993 | 0.007311 | 0.000000 0
1 11 0.998919 | 0.001850 | 0.000001 | 0.000009 | 0.000911 | 0.000239 | 0.000000 | 0.000636 | 0.006852 | 0.000001 0
1 12 0.998919 | 0.001870 | 0.000001 | 0.000006 | 0.000553 | 0.000283 | 0.000000 | 0.000469 | 0.010185 | 0.000001 0
1 13 0.998429 | 0.001915 | 0.000002 | 0.000002 | 0.000821 | 0.000177 | 0.000000 | 0.000195 | 0.019114 | 0.000005 0
1 14 0.999679 | 0.001905 | 0.000000 | 0.000008 | 0.002960 | 0.000286 | 0.000000 | 0.002421 | 0.005059 | 0.000000 0
1 15 0.997638 | 0.006851 | 0.000000 | 0.000045 | 0.004324 | 0.000044 | 0.000000 | 0.000976 | 0.002795 | 0.000000 0
1 16 0.949972 | 0.022541 | 0.000000 | 0.000390 | 0.013156 | 0.000001 | 0.000001 | 0.005629 | 0.002792 | 0.000000 0
1 17 0.974004 | 0.018973 | 0.000000 | 0.000684 | 0.025909 | 0.000003 | 0.000000 | 0.004548 | 0.001361 | 0.000000 0
1 18 0.971737 | 0.005226 | 0.000000 | 0.000505 | 0.015973 | 0.000010 | 0.000000 | 0.003917 | 0.002860 | 0.000000 0
1 19 0.981619 | 0.008620 | 0.000000 | 0.000115 | 0.007682 | 0.000002 | 0.000000 | 0.008841 | 0.005277 | 0.000000 0
1 20 0.956847 | 0.019738 | 0.000000 | 0.000816 | 0.037335 | 0.000001 | 0.000001 | 0.007332 | 0.002001 | 0.000000 0

Note: The decided pattern = the correct pattern - 1.
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Table 4.2 Output Responses of 5 NN Rejected Data.

pattern | learning| output #1 | output #2 | output #3 | output #4 | output #5 | output #6 | output #7 | output #8 | output #9 |output #10| decided
no. no. pattern no.
37 0.000001 | 0.001017 | 0.600361 | 0.019222 | 0.648878 | 0.000011 | 0.001736 | 0.000000 | 0.000219 | 0.000000
39 0.000486 | 0.000009 | 0.113521 | 0.005359 | 0.861221 | 0.010701 | 0.003851 | 0.000000 | 0.000039 | 0.000000
67 0.000003 | 0.000953 | 0.453975 | 0.016053 | 0.744447 | 0.000013 | 0.001470 | 0.000000 | 0.000168 | 0.000000
79 0.000006 | 0.000019 | 0.608188 | 0.002710 | 0.490790 | 0.001309 | 0.007171 | 0.000000 | 0.001295 | 0.000000
45 0.000295 | 0.000120 | 0.587968 | 0.000019 | 0.581917 | 0.000524 | 0.000074 | 0.000000 | 0.016999 | 0.000000

gwlwlw|w

N[>
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4.2

Recognition results
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Figure 4.1 Output Responses of the 20HB pattern.
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Figure 4.2 Output Responses of the 20TB pattern.
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4.2

Recognition results
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Figure 43 Output Responses of the 50HB pattern.
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Figure 4.4 Output Responses of the 50TB pattern.
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4.2 Recognition results
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Figure 45 Output Responses of the 100HB pattern.
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Figure 46 Output Responses of the 100TB pattern.
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4.2 Recognition results
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Figure 4.7 Output Responses of the 500HB pattern.
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Figure 4.8 Output Responses of the 500TB pattern.
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4.2 Recognition results
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Figure 49 Output Responses of the 1000HB pattern.
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Figure 410 Output Responses of the 1000TB pattern.
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4.3 Recognition result effects

Figure4.1 - 4.10 show the output responses graph of all banknote patterns. In those figure,
there are 100 data which first 20 data are earning data and rest of them are testing data.
Moreover, the effectiveness of the proposed system is confirmed by recognition ability that
caculated by

no.of correct recognition testing data,
no.total testing data

Recognition ability (%) = 100 (4.1)

The recognition abilities of 10 Tha banknote patterns are shown in Table 4.3.

Table 4.3 Recognition Abilities of 10 Thai Banknote Patterns.

Piltt)e.rn Banknote pattern Recognition ability (%)
1 20HB 100.00
2 20TB 100.00
3 50 HB 95.56
2 50 TB 100.00
5 100 HB 98.89
6 100 TB 100.00
7 500 HB 100.00
8 500 TB 100.00
9 1000 HB 100.00
10 1000 TB 100.00

However, there are some variatiors on output responses as shown on Figure 4.1, 4.4, 4.5
and 4.9. Therefore, various factors that effected on the output response are discussed on the
next section.

4.3 Recognition result effects

From the experiment, it seems that there are 2 important factors which effect to the output
response of the proposed recognition system. First important factor is the mask set. Another
key factor is the threshold values for the edges and center detection of banknote. These 2 key
factors are discussed on subsection 4.3.1 and 4.3.2. Moreover, there still are other factors that
affect the output responses and it will be discussed on the subsection 4.3.3.
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4.3 Recognition result effects

4.3.1 Mask set

The most important factor is the mask set. Since, the dab values, which are the
characteristics of banknote and used as inputs of the NN, are extracted from banknote image
by using the mask set that has 50 different mask patterns. Then, different mask sets give
different dab values. By different dab values, the output responses of the same banknote
pattern, which applying dissimilar mask set, also differ as shown in Figure 4.11. Therefore, to
get the effective system, we should consider the mask set carefully. For example, areas that
have same pixel vaues in all banknote patterns should be neglected by locating mask.
Another locating method of mask set, most pixels of banknote image are marked except only
some pixels that their pixel valuesin al banknote patterns are obvioudly distinct. Finally, the
system yields the effective dlab values for the NN learning and recognition. From Figure 4.11,
two different mask set with the same mask pattern but different mask offset were applied to
show effect of the mask set.

50 Tall
ég mmmmr\w.\ rrmrrmwn-\len\j IWW”
0.8 | \l ]
s |0 V »
S | os !
=
3

TR T

(@ 8 2block sizeand (-48, -4) offset
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4.3 Recognition result effects
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(b) 8 1block szeand (-48, -2) offst
Figure 411 Effect of the Mask Set on the Output Response.

4.3.2 Threshold valuesfor the edges and center detection

As discussed in chapter 3, 2 threshold values (threshold “cho” and “tar’) are selected
manually for the edges and center detection of banknote. With the suitable threshold values,
the edges and center of banknote image are detected accurately. However, sometimes, there
are many pairs of these two threshold values that can detect edges and center. Therefore, we
have to select the threshold values carefully to yield the most suitable threshold values
because the center of banknote image effects to mask areas of the mask set. Figure 4.12 shows
different output responses of the 50TB pattern with two different pair of threshold values a)
threshold “cho” = 15 and threshold “tan’ = 35 and b) threshold “cho” = 10 and threshold
“tan’ = 35, athough both of them can detect the same edges of the banknote image. 30 data of
banknote images were gpplied to show effect of the threshold vaues to the output response.

-41-



4.3 Recognition result effects

20 Head
1.0 1 — —t —~—+ —t— u
Q 0.8 \ /
>
'g 0.7 Y
= 0.6
& 05
@) 04
0.3
0.2
0.1 ’R
00 Urs srpr re e -UZL:\ senar e e g ey n
“'“’“’"‘”SQQDQ&'%%N%
Datano.
(& Threshold Values (15,35)
20 Head
1.0 ——t—t——+——t o W ——t
0.9
g 0.8
g 0.7
3 0.6
5 0.5
O 0.4
0.3
0.2
0.1
0.0 Lo Ty g rme 'uluna—-w'\n_rhm J_l‘.o-n..,l'lﬂ‘;ll.—'tg.— (.:TE‘Q\::J_:':-_
— (92] Lo N~ (o)) — N~ (o))
— H F‘ (\l (qV] N
Datano.
(b) Threshold values (10,35)

Figure 412 Threshold Vaues Effect to the Output Response of the 20HB Pattern.

4.3.3 Other factors

As well as mask and threshold values factors, there still are other 2 factors that make the
variation of the output response. First, noises, which sometimes occur during the image
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4.3 Recognition result effects

scanning process, make some mistakes in the banknote image. Another factor is some defects
on the original banknote itself. For example, very old or extremely destroyed banknote, which
may cause very low gray scale level and make wrong edges detection. Although the output
responses vary by those factors, the NN recognition system still can recognize banknotes
accuradly.
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5.1 DSP configuration

Chapter 5: Recognition Using the DSP Unit

After finish PC experiments, the proposed recognition system is applied to the DSP unit
for real banking system. The DSP unit configuration and it operation are explained on the first
section of this chapter. This DSP unit can execute both learning and recognition procedure by
itself that those procedures will be described in detail on section 5.2 and 5.3. Findly, to
confirm efficiency of the DSP unit, some banknotes are applied and its recognition results are
shown.

5.1 DSP configuration

The hardware construction and overview of the DSP unit is shown in Figure 5.1. The most
significant part of the DSP unit for learning and recognition is flash memory. Because the NN
calculations that are the feedforward and calculation program the error backpropagation are
saved on the flash memory. These 2 NN calculations are main operations of the NN which
have been discussed on chapter 3. Moreover, for comfortable in the DSP unit controlling, the
communication program is implemented on EPROM of the DSP unit as shown in Figure 5.1.

Communication to
machine control CPU

{ DSP | TMS320C32

PC DPM .
SRAM } NN Cdculations
E} Serial Port |~

—1 Flash Memory
A/D Communication
— |
Sensors |:||:||:||:||:||:| Proqram

LED

EPROM
LCD

D/A

Parallel Port [~ ;

(@ Configuretion of the DSP Unit.




5.1 DSP configuration

Switches for the
operation modes
sdlection

T~

LED

(b) Overview of the DSP Unit.
Figure5.1 Configuration and Overview of the DSP Unit.

Boot Mode Selection
SW1 SwW2 SW3

o[-

Read boot switch
and modes sel ection

Casel Case 2 Case 3
Communication Learning Recognition
Mode Mode Mode
NN parameters
and calculations Error
up/download on backpropagation
the flash memory of the NN
Sensors Feedforward
adjustment calculation of NN
SRAM data
up/download

Figure 5.2 Three Operation Modes of the DSP Unit.
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52 Data transportation

With 2 NN calculations and the communication program, this DSP unit can perform 3
operation modes which are i) communication mode, ii) learning mode, and iii) recognition
mode. The operation mode is selected by using switches on the DSP unit as shown in Figure
5.1. First, by using communication mode, the NN initial weights, a mask set, banknote images
and another parameters, are transferred and saved on the flash memory of the DSP unit.
Second, learning mode, the NN error backpropagation program and learning data, which
saved on the flash memory, are loaded to SRAM to execute learning operation. For this
research, there are 2 types of learning that are i) the initial learning and ii) the continuous
learning which will be described on section 5.3. During learning, the NN weights are renewed
on flash memory severa times until learning is finished. Finally, on recognition mode, the
NN feedforward calculation program, final converged NN weights, and testing or real target
data are also loaded to SRAM to execute recognition procedure. Moreover, during execute all
modes, LED and LCD of the DSP unit, and PC screen show the DSP status, learning gatus,
recognition results, and error. Figure 5.3 shows the DSP unit status in the communication and
learning mode by LED. Details of each operation mode are presented on next sections.

(@ Communication mode (b) Learning mode
Figure 53 The DSP Unit Status on LED.

5.2 Datatransportation

By using the communication mode, the DSP unit can be controlled via PC and its status,
learning status and recognition results can be shown on a PC screen, which are comfortable
for users in commercid market. Another function of the communication mode is data
trandferring. Data, which must be transferred to the DSP unit for learning and recognition, are
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5.3 Learning procedure

1
2)
3)
4)
5)

A mask sat that used for the dab-vaue extraction,

The NN structure parameters such as learning conditions and learning rate,
The NN initid weights, which yield from the NN learning procedure on PC,
Learning banknote images

Testing banknote images or rea banknotes.

All data are saved on the flash memory of the DSP unit for learning and recognition of the
DSP unit. Figure 5.4 shows amain PC screen of the DSP unit controlling.

(ol

FD HAWDLING TOOL

Figure 5.4 Main PC Screen for the DSP Unit Controlling.

5.3 Learning procedure

The DSP unit begins to execute the NN learning by loading data from the flash memory to
SRAM which is the main memory of the DSP unit. The data that necessary for learning are i)
a mask set, ii) the NN initia weights, iii) the NN structure parameters and iv) learning
banknote images. At the same time, the NN calculation of the error backpropagation which is
the most important part for learning, is also loaded to the SRAM. Then, the DSP unit executes
learning procedure and the initial NN weights are adjusted until reach one of learning
conditions. As mentioned, there are 2 types of the NN learning by the DSP unit which arei)
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5.4 Recognition procedure

the initial learning and ii) the continuous learning. For the initial learning, the NN weights are
adjusted by starting from random initial weights. Another, the continuous learning, this
learning is very useful when there are some modifications of target data because modified
data are added to the DSP unit to adjust the NN weights again. By using the continuous
learning, the DSP unit starts to adjust the NN weights by starting from the last converged NN
weights from PC. Moreover, during the learning operation, the PC screen also presents the
learning status by showing error graph, current error value and current iteration number as
shown in Figure 5.5. After finish learning, the converged NN weights are saved on the flash
memory of the DSP unit for recognition.

Current error = 0.0001
Current iteration number = 191

Response its Output

COUNT -
ERE(R :

Error Curve

Figure 5.5 Learning Screen of the DSP Unit.

5.4 Recognition procedure

The last operation mode is the recognition mode. A mask set, the converged NN weights,
banknote images for recognition, and the NN feedforward calculation that saved on the flash
memory are loaded to the SRAM. Then, the DSP unit starts to perform the recognition
procedure and the recognition results are shown on the PC screen (Figure 5.6). On the
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54 Recognition procedure

recognition screen, the maximum output value of the NN and its pattern number are shown.
From Figure 5.6, the maximum output value is 0.979739 and the correct pattern number of

this recognition is pattern no. 1.

W% The Evaluation Mode ¢ Hesponze units Output

pattern : 10

MAEOOT = 1
[0.378754]

Figure 5.6 Recognition Screen of the DSP Unit.

5.5 Recognition results of the DSP unit

For the DSP unit experiment, 30 images of each banknote pattern were transferred to the
DSP unit. These 30 images consist of 20 images for learning and only 10 images for
evaluating the recognition ability of the DSP unit. Table 5.1 shows experimental conditions of
both PC and DSP unit experiment. A mask set that applied to the DSP unit is the same as one
which used in the PC experiment. There is only one difference between the DSP unit and PC
experimental conditions that is amount of testing data. Although testing data amount of the
DSP unit is only 10, these testing data of the DSP unit are identical to first 10 testing data of
all 80 testing data for the PC experiment. Therefore, after completed the recognition process,
the output responses of 10 testing data for the DSP unit experiment are similar to the output
responses of firgt 10 testing data of the PC experiment.

Furthermore, to confirm possibility of the continuous learning on the DSP unit, both
iniid and continuous learning were performed and severd banknotes were applied astesting
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5.5 Recognition results of the DSP unit

data for recognition. First, the initial NN learning, 10 learning data per banknote patterns were
used for learning procedure. This learning type adjusts the NN weights from random initial
weights. When the learning was completed, converged NN weights were saved on the flash
memory of the DSP unit. The recognition ability of this learning is shown on Table 5.2.

Table5.1 The Experimenta Conditions of PC and the DSP Unit.

Experimental Conditions PC DSP Unit
Mask no. (Input node no.) 50 50
No. of banknote types (Output node no.) 10 10
Hidden node no. 30 30
Learning data/ pattern 20 20
Testing data/ pattern 80 10
Minimum mean sguare error 0.0001 0.0001
Maximum iteration no. 20000 20000
Learning dgorithm Backpropagation method

Second, new 10 learning data of each banknote pattern were transferred to the DSP unit
and then there are totally 20 learning data per banknote pattern. Next, the continuous learning
starts to adjusting the NN weights from last converged NN weights of the initial learning.
After learning was converged, the converged NN weights were aso saved on the flash
memory for recognition process. Table 5.2 shows the recognition ability of the continuous
learning. By using the continuous learning, recognition ability of the system was increased
about 0.19% that means the DSP unit could recognize banknote data more accurately.
Because of its advantage, the continuous learning has been proposed for learning on the DSP
unit.

However, the learning process of the DSP unit takes more time than the learning on PC
because of the machine clock, although the error backpropagation calculation was
implemented in C language on both PC and the DSP unit. PC machine clock is more than
600MHz while the DSP unit operates by only 33.3 MHz machine clock. However, if there are
some data modifications, the DSP unit can perform the continuous learning by itself from the
converged NN weights of the PC. From the recognition ability in Table 5.2, it seems that the
recognition ability of the DSP unit is more effective than one of the PC because of the
continuous learning. Thus, sometimes, the learning process is performed on PC to yield the
converged NN weights and save those weights before transfer it to the DSP unit. After the
DSP unit received the converged NN weights, it uses those weights for recognition process
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5.5 Recognition results of the DSP unit

only. By thisway, it save time for the DSP unit operation.

Table 5.2 Recognition ability of Tha banknote patterns.

Recognition Ability (%)
Banknote Type Initial Learning Continuous L earning
10 learning data 20 learning data

20HB 100.00 100.00
20TB 100.00 100.00
50 HB 95.00 95.56
50TB 98.89 100.00
100 HB 98.75 98.89
100 TB 100.00 100.00
500 HB 100.00 100.00
500 TB 100.00 100.00
1000 HB 100.00 100.00
1000 TB 100.00 100.00
Average 99.26 99.45

-51-




6. Conclusion

Chapter 6: Conclusion

Tha banknotes have been applied to the NN recognition system. These banknotes were
recognized by using the NN with image preprocesses and the DSP unit. In this research, the
axis-symmetry mask set was applied for the dab-value extraction of all banknote images.
With this axis-symmetry mask, the NN performed recognition procedure for 10 banknote
patterns only. Using the DSP unit, the system can execute learning, especially the continuous
learning, and recognition by itself as the banknote reader and sorter machines. Moreover, to
confirm the recognition ability of the system, several banknote images were applied in both
PC experiment and the DSP unit experiment.

From the experimental results, it seems that this recognition system is effective for Thai
banknotes because all recognition abilities of each banknote patterns are higher than 90%.
Therefore, this system will lead to Thai banknotes recognition machines in rea banking
system which useful for Thailand commercia system. However, this system still has problem
that is the variation on the output responses. This problem may effects to the recognition
ability of the system when applied in real banking machines. As discussed before, there are 3
main factors which effect to these variations, especially the mask set. Therefore, in the future,
a genetic algorithm (GA) will be applied for mask position selection instead of the mask
randomly selection to improve the recognition ability for Tha banknote recognition.
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Appendix A

An Axis-symmetry Mask Set with 50 Mask Patterns



Pattern No. 10

Pattern No. 11

Pattern No. 12

Pattern No. 13

Pattern No. 14

Pattern No. 15

Pattern No. 16

Pattern No. 17

Pattern No. 18

Pattern No. 19

Pattern No. 20
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Pattern No. 22

Pattern No. 23

Pattern No. 24

Pattern No. 25

Pattern No. 26

Pattern No. 27

Pattern No. 28

Pattern No. 29

Pattern No. 30

Pattern No. 31

Pattern No. 32

Pattern No. 33

Pattern No. 35

Pattern No. 36

Pattern No. 37

Pattern No. 38

Pattern No. 39

Pattern No. 40

Pattern No. 41
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Pattern No. 46 Pattern No. 47 Pattern No. 48

Pattern No. 49 Pattern No. 50
Mask Origin Mask Center

L1 el 1P

'.
E TTHA l:'! T'-m

Mask Pattern with (8" 2) Block Size and (-48, -4) offset.
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Appendix B

80 Tedting Data for the 20HB Pattern



(1) (a2)

(a3) (a4)

(a5)

1% - 5" Testing Data of the 20HB (#6E8847225)
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(b-1) (b-2)

(b-4)

(b-5)

6" - 10" Testing Data of the 20HB (#7E7323161)
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(c-1) (c-2)

(c-3) (c-4)

(c-5) (c-6)

(c-7) (c-8)

(c-9) (c-10)
11'" - 20™" Testing Data of the 20HB
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(d-1) (d-2)

(d-3) (d-4)

(d-5) (d-6)

(d-7) (d-8)

(d-9) (d-10)
21% - 30" Testing Data of the 20HB
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(el (e2)

(e-5) (e-6)

(e-8)

(e-10)

31% - 40" Testing Data of the 20HB
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(f-1) (f-2)

(f-3) (f-4)

(f-5) (f-6)

(f-7) (f-8)

(f-9) (f-10)
41% - 50" Testing Data of the 20HB
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(g-1) (9-2)

(9-3) (g-4)

(g-5) (9-6)

(9-7) (9-8)

(9-9) (9-10)
51% - 60" Testing Data of the 20HB
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(h-1) (h-2)

(h-3) (h-4)

(h-6)

(h-7) (h-8)

(h-9) (h-10)
61% - 70" Testing Data of the 20HB
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(i-1) (i-2)

(i-7) (i-8)

(i-9) (i-10)
71% - 80" Testing Data of the 20HB
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Appendix C

Scndemo Source Code for the Transformation between the Bit Map Data and the NN Data



*************************************************/

/*************************************************/

/** **/
/** **/
/** **/
/** **/
x> 1994.01.26 by B
/** **/
e 1994.02.03 by T.Kdn &
/** **/

/*************************************************/

/** **/
/** **/
[** 1995.08.28 **f
/*************************************************/
/** **/
[** 1996.09.26 niskage **/
/*************************************************/
/** **/
/** **/
[** 1997.01.28 **f

/*************************************************/

/*************************************************/

/** **/
/* * * */
[** 1998.01.28  niskage **/

/*************************************************/
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/*************************************************/

/** * */
/* * * */
Jrx 1998.09.25  niskage *

/*************************************************/

/**************************************************/

[** Modify for request from Prof. Takeda(KUT)  **/
[** Last modify **
[** 2000.05.15  niskage i

/**************************************************/



#include <stdio.h>
#include <stdlib.h>
#include <conio.h>
#include <string.h>
#include "dspextrn.h"
#include "dsppc.h"
#include "dsppcpro.h"
#include "drvrs232.h"
#include <time.h>

/****************************************************

main

@****************************************************/

void main( int argc, char *argv[] )

{
char fn[14];
cmd_line( argc, argv ); I* */

strepy( fn, "SCNDEMO.cfg");

if(fast)

baud = 38400;
else{

if(!speed)

baud = 19200;

}
/l'if (0!=get_config(fn) ){ /* */
/I return;

'}
if(trace){
if((logf = fopen("scndemo.log","w"))==0){
printf("Can't create log file¥n");
return;
}
}

/1 read_init_weight();
read_scndemo_cfg();

if(com2)
inthum=1,

else
intnum=0;

if(loffline){
pc_init(); /* RS232C
get_bvinfo(); I*

}

1 --

if(cfg.sensor_width==0){

/I cfg.sensor_width=256;
cfg.sensor_width=216;
cfg.recog_hight=32;

}

if (offline){
cfg.sensor_width=216;
cfg.recog_hight=32;
cfg.sensor_valid1=5;
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*/
*/



cfg.sensor_valid2=205;
cfg.reso_x=10;
cfg.reso_y=40;

}

1 --

if(loffline){
disp_menu0();

while (1){

if( _kbhit() '= 0 ){
cls();
switch( _getch() ®{
case 'l' :

if(cfg.dsp_mode<2)
menul();

break;
case '2' :

I* */

* file util */

I* LEARNING */

if(((1<cfg.dsp_mode)& & (cfg.dsp_mode<6))& & (cfg.ptrn_num=>0))

menu2();
bresk;
case '3 :

I* BOARD MONITOR */

if((cfg.dsp_mode==6)& & ((cfg.out_sw==1)||(cfg.out_sw>10))){

board_monitor();

/I board_monitor(1);
}

bresk;

case '4' :

/lerase_flash();
bresk;
if(cfg.dsp_mode<?2)

I* */

}

menu4();
break;
case 0x1b: I*
setvideomode(3);
[Irsstop();
if(trace){
fclose(logf);
}
return;
default
break;
}
disp_menu0();
}
}

el se{

disp_menu00(); I*

while (1){
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if( _kbhit() '= 0 ){

cls();

switch( _getch() ){

case '1' : I*
if(cfg.dsp_mode<?2)

menul();
bresk;

case '2' : I*
learning_cont(0);
bresk;

case Ox1b: I*

*/

file util  */

DATA Convert

*/

*/

*/



setvideomode(3);
if(trace){
fclose(logf);
}
return;
default
break;
}
disp_menu00();
}
}
}
if(1offling)
rsstop();
}

/****************************************************

disp_menu0

@****************************************************/

void disp_menu0( void )

{
printf(  "¥x1b[Om");
cls();

printf( "¥x1b[Om'];

printf( "¥x1b[4;15H AUTONOMY NEURO BOARD HANDLING TOOL ");
printf( "¥x1b[42;34m");

printf( "¥x1b[5;15H
printf( "¥x1b[6;15H
printf( "¥x1b[7;15H
printf( "¥x1b[8;15H
printf( "¥x1b[9;15H
printf( "¥x1b[10;15H
printf( "¥x1b[11;15H
printf( "¥x1b[12;15H
printf( "¥x1b[13;15H
printf( "¥x1b[14;15H
printf( "¥x1b[15;15H
printf( "¥x1b[16;15H

----------- Man MENU =~ -----emeot

1 : Files Handling |
2 : LEARNING

3 : EVALUATE

4 : Erase FLASH MEMORY

| [ESC] : EXIT from PC MODE

printf( "¥x1b[16;42H%s’, DATE_):;

printf( "¥x1b[17;15H
printf( "¥x1b[18;15H
printf( "¥x1b[19;15H
printf( "¥x1b[18;15H
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PLEASE INPUT PROCESS NO ===>");



printf( "¥x1b[Om"];
}

/****************************************************

disp_menu00
offline

@****************************************************/
void disp_menu00( void )

{
printf(  "¥x1b[Om");

cls();

printf( "¥x1b[Om");

printf( "¥x1b[4;15H AUTONOMY NEURO BOARD HANDLING TOOL ");

printf( "¥x1b[42;34m");
printf( "¥x1b[5;15H

printf( "¥x1b[6;15H  +---------- Man MENU =~ ---------- + ")
printf( "¥x1b[7;15H |

printf( "¥x1b[8;15H | 1 : Files Handling |
printf( "¥x1b[9;15H | 2 : DATA CONVERT

printf( "¥x1b[10;15H | (BMP -> NEURO)

printf( "¥x1b[11;15H |

printf( "¥x1b[12;15H |

printf( "¥x1b[13;15H | [ESC] : EXIT from PC MODE
printf( "¥x1b[14;15H |

printf( "¥X1b[15;15H  +----mmmmmmmmm oo + ")
printf( "¥x1b[16;15H

printf( "¥x1b[16;42H%s"', DATE_);

printf( "¥x1b[17;15H

printf( "¥x1b[18;15H

printf( "¥x1b[19;15H

printf( "¥x1b[18;15H PLEASE INPUT PROCESS NO ===>");
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printf( "¥x1b[Om"];
}

/****************************************************

menul

parameter handling

@****************************************************/

void menul( void)
{
disp_menul();
while (1){
if( _kbhit() '= 0 )}
cls();
switch( _getch() ){
case '1' :
menull();
break;
case '2' :
menul2();
break;
case '3' :
menul3();
break;
case 0Ox1b:
return;
default:
break;
}
disp_menul();
}
}
}
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/*

*

~

*

~

/*

/*

*/

create weight */

download */

up */

*/



/**************************************************** /****************************************************

disp_menul : menull
PARAMETER Handling :

@****************************************************/ @****************************************************/
void disp_menul( void ) void menull (void )

{ {

printf( "¥x1b[Om"]; disp_menull(); I* */
cls();

printf( "¥x1b[42;34m"]; while (1){

printf( "¥x1b[5;15H "); if( _kbhit() '= 0 ){

printf(  "¥x1b[6;15H  +--------- Parameter Handling =~ ---------- + ") cls();

printf( "¥x1b[7;15H | | ") switch( _getch() ¥

printf( "¥x1b[8;15H | 1 : Create Initid Weight | ") case '1' : [* create weight */

printf(  "¥x1b[9;15H |
printf( "¥x1b[10;15H ; break;
printf( "¥x1b[11;15H "); case'2': I* */

| ") create weight1();

I | ")

I [ ")

printf( "¥x1b[12;15H | 3 : Parameter Upload [ ") create_ weight2();
| [ ")

I | ")

| ")

2 : Parameter Download

printf( "¥x1b[13;15H ; break;_
printf( "¥x1b[14;15H

"); case '3 : I* */
printf( "¥x1b[15;15H | ; create_weight3();

[ESC] : return to previous menu

printf( "¥X1b[16;15H  +-------mmmmmmm oo + ") break;
printf( "¥x1b[17;15H "); case '4' : I* */
printf( "¥x1b[18;15H "); create_weight4();
printf( "¥x1b[19;15H "); break;
printf( "¥x1b[18;15H PLEASE INPUT PROCESS NO ===>"); case Ox1b: I* */
printf( "¥x1b[Om"]; return;
} default:

bresk;

}
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}

}

}

disp_menull();

/****************************************************

disp_menull
Weight file

@****************************************************/

void disp_menull( void)

{
printf(  "¥x1b[Om");
cls();

printf( "¥x1b[42;34m");

printf( "¥x1b[5;15H
printf(  "¥x1b[6;15H
printf( "¥x1b[7;15H
printf( ¥x1b[8;15H
printf(  "¥x1b[9;15H
printf( "¥x1b[10;15H
printf( "¥x1b[11;15H
")

printf( "¥x1b[12;15H
printf( "¥x1b[13;15H
")

printf( "¥x1b[14;15H
printf( "¥x1b[15;15H
")

printf( "¥x1b[16;15H
printf( "¥x1b[17;15H
")

printf( "¥x1b[18;15H
printf( "¥x1b[19;15H
printf( "¥x1b[20;15H
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1 : Create Network structure

2 : Switches for DSP

3 : Conditions

4 : Write to File

[ESC] : return to previous menu



printf( "¥x1b[21;15H
printf( "¥x1b[20;15H
printf( "¥x1b[Om'];

}

")

PLEASE INPUT PROCESS NO ===>");

/****************************************************

menul2

@****************************************************/

void menul2 (void)

{

int c;

disp_menul2();
while (1){
if(_kbhit() '= 0){
¢ = getch();
cls();
if(cfg.pdu_sw==0)
if(c=="7")
c='0;
switch( ¢ ){
case '1' : I*
read_nnpara();
break;
case '2' i[*
case '3 i[*
case '5' if*
write_data(0,c);

break;

/*

/*

pdu

*/

*/

*/

*/
*/
*/

case Ox1b:
return;
case '4' f*
case '6' i/*
case '7' . [I*
defaullt:
break;

}
disp_menul2();
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*/

*/
*/

*/



/****************************************************

disp_menul2

@****************************************************/

void disp_menul2( void )

{

printf( "¥x1b[Om");

cls();

printf( "¥x1b[42;34m");

printf( "¥x1b[5;15H ");
printf(  "¥x1b[6;15H + Download Neura Network parameters + ");
printf( "¥x1b[7;15H | | ")

printf( "¥x1b[8;15H | 1 : Display Parameters in FLASH MEMORY | ");
printf(  "¥x1b[9;15H | 2 : Write CORRECTION data to
FLASHMEMORY | ");

printf( "¥x1b[10;15H | 3 : Write WEIGHT data to FLASH MEMORY | ");
printf( "¥x1b[11;15H | 5 : Write SLAB MASK datato FLASH MEMORY

")

printf( "¥x1b[12;15H | ")
printf( "¥x1b[13;15H | [ESC] : return to previous menu [ ")
printf( "¥x1o[14;15H | ")
printf( "¥X1b[15;15H  +---nmmmmmmmmmmsm oo + )
printf( "¥x1b[16;15H ");
printf( "¥x1b[17;15H ");
printf( "¥x1b[18;15H Y;

printf( "¥x1b[17;15H
printf( "¥x1b[0Om");

PLEASE INPUT PROCESS NO ===>");

}

/****************************************************

menul3

@****************************************************/

void menul3( void)

{

UCHAR *hip;

int sw,used_blk1,used blk2;

bip = work+4096; I* */
[* */
/~k

if( 0'=cmd_read_blk_info( cfg.fl_block, blk, bip) ){
printf("¥n*** flash memory data read error!! ***");
printf("¥npush any key to return to previous menu ");
getch();
return;
Y/
if(get_wr_blk(0,&used_blk1,&used blk2)!=0){
printf("¥n*** Can't get used block information ***");
printf("¥npush any key to return to previous menu");
getch();
return;
}
disp_menul3();
while(1){
if(_kbhit() '= 0¥
cls();
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sw = _getch();
if(cfg.pdu_sw==0) /* pdu */
if(sw=="7")
sw='0";

switch( sw ){
case 'l' ;. [* */
dump_flblk(used_blk1,used blk2);
break;
case '3 :
upload_data((sw-1),used_blk2);
break;
case 2' . [* */
/I case '4' .
case '5' :
/l case '6' :
/l case '7" :
upload_data((sw-1),used_blk1);
break;
case Ox1b: /* */
return;
default:
break;

}
disp_menul3();

}

/****************************************************

disp_menul3

@****************************************************/

void disp_menul3( void )

{

printf( "¥x1b[Om");

cls();

printf( "¥x1b[42;34m");

printf( "¥x1b[5;15H ");
printf( "¥x1b[6;15H +--- Upload Neural Network parameters ---+");
printf( "¥x1b[7;15H | | ");
printf( "¥x1b[8;15H | 1 : Dump FLASH MEMORY | ")
printf(  "¥x1b[9;15H | 2 : Upload Sensor Correction DATA | ");
printf( "¥x1b[10;15H | 3 : Upload NN's weight DATA | ")
printf( "¥x1b[11;15H | 5 : Upload Slab-Mask DATA | ")
printf( "¥x1b[12;15H | | ™)
printf( "¥x1b[13;15H | [ESC] : return to previous menu | ")
printf( "¥x1b[14;15H | | ");
printf( "¥XIb[15;15H  +----mm-mmmmmem oo + ")
printf( "¥x1b[16;15H ");
printf( "¥x1b[17;15H ");
printf( "¥x1b[18;15H ");

printf( "¥x1b[17;15H PLEASE INPUT PROCESS NO ===>");
printf( "¥x1b[Om'];

}
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/****************************************************

menu2
learning

@****************************************************/

void menu2( void)

{
disp_menu2();

while (1){
if( _kbhit() '= 0 ){
cls();
switch( _getch() ¥
case'l':

1 learning_single(0);
menu21();
break;

case '2"
menu22();
break;

case Ox1b:
return;
default:
break;
}
disp_menu2();
}
}
}

/* */
/* online */
[* offline */
/* */

/****************************************************

disp_menu2

@****************************************************/

void disp_menu2( void )
{

printf( "¥x1b[Om");
cls();

printf( "¥x1b[42;34m");
printf( "¥x1b[5;15H

printf( "¥x1b[6;15H  +--------

printf( "¥x1b[7;15H
printf( "¥x1b[8;15H
printf(  "¥x1b[9;15H

printf( "¥x1b[10;15H |
printf( "¥x1b[11;15H
printf( "¥x1b[12;15H
printf( "¥x1b[13;15H |

printf( "¥x1b[14;15H +

printf( "¥x1b[15;15H
printf( "¥x1b[16;15H
printf( "¥x1b[17;15H
printf( "¥x1b[16;15H
printf( "¥x1b[Om'];

}
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| [ESC]

1 : ONLINE
2 : OFFLINE

. return to previous menu

PLEASE INPUT PROCESS NO ===>");



/**************************************************** dlSp_mGnUZl(),

menu21 }
ONLINE }
}

@****************************************************/

void menu21( void )

{
disp_menu21(); I* */
while (1){
if( _kbhit() '= 0 ){
cls();
switch( _getch() ¥
case '1' : I* */
learning_single(0);
break;
case '2' : I* */
learning_single(2);
break;
case '3 : /* Not Serid */
learning_single(2);
break;
case '4' : F SLAB */
learning_single(3);
break;
case Ox1b: I* */
return;
default:
break;
}
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/****************************************************

disp_menu21

@****************************************************/

void disp_menu21( void )

{
printf(
cls();
printf(
printf(
printf(
printf(

"¥x1b[Om'];

"¥x1b[5;15H

"¥x1b[7;15H
printf( "¥x1b[8;15H
printf(  "¥x1b[9;15H
printf( "¥x1b[10;15H
printf( "¥x1b[11;15H
printf( "¥x1b[12;15H
printf( "¥x1b[13;15H
printf( "¥x1b[14;15H
printf( "¥x1b[15;15H
printf( "¥x1b[16;15H
printf( "¥x1b[17;15H
printf( "¥x1b[18;15H
printf( "¥x1b[19;15H
printf( "¥x1b[20;15H
printf( "¥x1b[21;15H
printf( "¥x1b[20;15H
printf( "¥x1b[Om'];

}

| [ESC] : return to previous menu

"¥x1b[42;34m"];

1 : BITMAP DATA

2 : NEURO FORMATED DATA

3 : NOT VIA-SERIAL PORT

4 : SLAB DATA

PLEASE INPUT PROCESS NO ===>");

");

"¥x1b[6;15H +--- ONLINE LEARNING on DSP BOARD----+");

| ");

)
)
)
)

)
)
)
)
)
)

/****************************************************

menu22

@****************************************************/

void menu22( void )

{
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disp_menu22();

while (1){
if(_kbhit() != 0 ){

cls();
switch( _getch() ){
case 'l' :
learning_cont(0);
break;
case '2' :
learning_cont(1);
break;
case '3 :
learning_cont(2);
break;
case '4' :
learning_cont(3);
break;
case Ox1b:
return;
default :
bresk;
}

/*

/*

/*

/*

/*

/*

Not Serid

*/

*/

*/

*/

*/

*/



}

}

}

disp_menu22();

/****************************************************

disp_menu22

@****************************************************/

void disp_menu22( void )

{
printf(  "¥x1b[Om");
cls();

printf( "¥x1b[42;34m");

printf( "¥x1b[5;15H

printf( "¥x1b[6;15H +--

printf( "¥x1b[7;15H
printf( "¥x1b[8;15H
printf(  "¥x1b[9;15H
printf( "¥x1b[10;15H

printf( "¥x1b[11;15H
printf( "¥x1b[12;15H

printf( "¥x1b[13;15H
printf( "¥x1b[14;15H

printf( "¥x1b[15;15H
printf( "¥x1b[16;15H
printf( "¥x1b[17;15H
printf( "¥x1b[18;15H
printf( "¥x1b[19;15H
printf( "¥x1b[20;15H
printf( "¥x1b[21;15H
printf( "¥x1b[20;15H

printf( "¥x1b[Om");

}
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| 1 : BITMAP DATA
2 : NEURO FORMATED DATA |

3 : NOT VIA SERIAL PORT
|

| 4 : SLAB DATA

| [ESC] : return to previous menu

PLEASE INPUT PROCESS NO ===>");



/****************************************************

menu4

@****************************************************/

void menu4( void )

{
disp_menu4();

while (1){
if( _kbhit() 1= 0 )}
cls();
switch( _getch() ¥
case '1' : [*
erase flash();
break;
case '2' : [*
erase_sector();
break;
case Ox1b : [*
return;
default :
break;
}
disp_menu4();
}
}

}

I* */

*/

*/

*/

/****************************************************

disp_menu4d

@****************************************************/

void disp_menu4( void )

{

printf( "¥x1b[Om");

cls();

printf( "¥x1b[42;34m");

printf( "¥x1b[5;15H

printf(  "¥x1b[6;15H  +-------- ERASE FLASH MEMORY
printf( "¥x1b[7;15H |

printf( "¥x1b[8;15H | 1: ALL BLOCK ERASE
printf(  "¥x1b[9;15H |

printf( "¥x1b[10;15H |
printf( "¥x1b[11;15H |
printf( "¥x1b[12;15H

printf( "¥x1b[14;15H +

printf( "¥x1b[15;15H
printf( "¥x1b[16;15H
printf( "¥x1b[17;15H
printf( "¥x1b[16;15H
printf( "¥x1b[0Om");

}
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2 : SECTOR ERASE

| [ESC] : return to previous menu
printf( "¥x1b[13;15H |

PLEASE INPUT PROCESS NO ===>");



/**************************************************** Step = 1
’

cmd_line

debug if ( strcemp(argvli],"com2")==
int argc || stremp(argvl[i],"COM2")==0)
char *argv com2 = 1,

: if ( strcmp(argv[i],"speed")==0
@****************************************************I ” grcmp(argv[l]’"SPEED" ::0){
void cmd_line( int argc, char *argv[] ) baud=atoi(argv[i+1]);

{ speed = 1,
int i }
}
trace = offline = nodisp = fast = step = com2 = speed = 0; }
for (i=1; argc>1; arge--,i++ ){ I* */
if ( stremp(argvli],"trace")== I* */
|| stremp(argv[i]," TRACE")==0)
trace = 1, I* */

if ( stremp(argv[i],"offline")==
|| stremp(argv[i],"OFFLINE")==0)
offline = 1;

if ( stremp(argv(i],"nodisp")==0
[| strcmp(argv[i],"NODISP")==0)
nodisp = 1;
if ( stremp(argvli],"fast")==0
[| strcmp(argv[i],"FAST")==0)
fast = 1;

if ( strcmp(argv[i],"step")==
|| stremp(argv[i],"STEP")==0)
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/****************************************************

get_bvinfo

@****************************************************/

void get_bvinfo( void )

{

UCHAR *dp;
union f_tag fl_data;
if (0!=cmd_get_bvinfo( work ) ¥

printf("¥n*** can't get bv-hardware parameters!! ***");
printf("¥npush any key ");
rsstop();
getch();
exit(1);

/*

int */

cfg.sensor_width = work[ 0]* 1000+work[ 1]* 100+work|[ 2]* 10+work[ 3];

I* */

cfg.sensor_validl = work][ 4]* 1000+work][ 5]* 100+work[ 6]* 10+work[ 7];

I+ L) */

cfg.sensor_valid2 = work[ 8]* 1000+work][ 9]* 100+work[10]* 10+work[11];

cfg.reso_x

cfg.reso_y

cfg.sns_mon_area =

I* (H) */
work[24]* 1000+work[ 25]* 100+work[ 26]* 10+work[27];
I* */
work[28]* 1000+work[ 29]* 100+work[ 30]* 10+work[31];
I* */
work[32]* 1000+work[ 33]* 100+work[34]* 10
+work[35]; /* */

cfg.recog_hight =

work[36]* 1000+work[37]* 100+work[38]* 10

+work[39]; I* */
cfg.fl_block = work[40]* 1000+work[41]* 100+work[42]* 10
+work[43]; I* */

if(ringth! =56){

cfg.out_sw = work[44]* 1000+work[45]* 100+work[46]* 10+work[47];

I* */
cfg.dsp_mode =  work[48]* 1000+work[49]* 100+work[50]* 10
+work[51]; /* DSP */;
/ldp=work+52;
[ [if(c8lix(dp,&fl_datalong_value)!=0)1{
I if(trace){
1 fprintf(logf,"LRN : CONVERT ERROR¥n");
1 }
1 }

fl_datalong_value =

cfg.lrn_cnst =

work[52]* 0x10000000+work[53]* 0x1000000
+work[54]* 0x100000+work[55]* 0x 10000
+work[56]* 0x1000+work[57]* 0x100
+work[58]* 0x10+work[59];
fl_datafloat_vaue;

/ldp=work+60;

=~

/
/
1
1
1

=~

if(c8lix(dp,&fl_data.long_value)!=0){
if(trace){
fprintf(logf,"MOMENTUM : CONVERT ERROR¥N");
}
}
fl_datalong_value = work[60]* 0x10000000+work[61]* 0x1000000
+work[62]* 0x 100000+work[ 63]* 0x 10000

+work[64]* 0x1000+work[65]* 0x100



+work[66]* 0x10+work[67];

cfg.mmn_cnst = fl_datafloat_vaue
dp=work+68;

[ if(c8lix(dp,&fl_datalong_value)!=0){

I if(trace){

I fprintf(logf,"VBR : CONVERT ERROR¥N");

1 }

/.

=~

fl_datalong_value = work[68]*0x10000000+work[69]* 0x1000000
+work[ 70]* 0x100000+work[ 71]* 0x10000
+work[72]* 0x1000+work[ 73]* 0x100
+work[ 74]* 0x10+work[ 75];

cfg.vbr_cnst = fl_datafloat_vaue;

cfg.ptrn_num = work[76]* 1000+work[77]* 100+work[ 78]* 10+work[ 79];
I* */

cfglrn_num= work[80]* 1000+work|[81]* 100+work[82]* 10+work[83];
/* */

/ldp=work+84;

/I if(c8lix(dp,&fl_datalong_value)!=0¥{

I if(trace){

I/ fprintf(logf,"FINAL ERROR : CONVERT ERROR¥N");

1 }

I}

fl_datalong_value = work[84]* 0x10000000+work[85]* 0x1000000

+work[86]* 0x100000+work[87]* 0x10000
+work[88]* 0x1000+work[89]* 0x100
+work[90]* 0x10+work[91];

cfg.final_err = fl_datafloat value;

cfg.max_itteration=
work[92]* 0x1000+work[93]* 0x100+work[94]* 0x10
+work[95]; /*

if(trace){
fprintf(logf,"LRN = %f¥n",cfg.Irn_cnst);
fprintf(logf,"MOMENTUM = %f¥n",cfg.mmn_cnst);
fprintf(logf,"VBR = %f¥n",cfg.vbr_cnst);
fprintf(logf,"FINAL ERROR = %f¥n¥n",cfg.final_err);

}

}

}
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*/



/**************************************************** fg:anf(fp,"%s %Id",lnstr,&thrCe”_m),

read_scndemo_cfg I* */
( ) fscanf(fp,"%s %f" instr,& whdr.final _err);
I* */
fscanf(fp,"%s %ld",instr,& whdr.max_lrncnt);
@****************************************************/ /* */
void read_scndemo_cfg(void){ fscanf(fp,"%s %f" instr,& whdr.Irn_cnst);
FILE *fp; fscanf(fp," %s %f" instr,& whdr.mmnt_cnst);
/I int i fscanf(fp,"%s %f" instr,& whdr.vbr_cnst);
int instr[64]; [* */
fscanf(fp," %s %f",instr,& whdr.slope);
fp=fopen("scndemo.cfg","r"); [* */
[* 3 */ fscanf(fp,"%s %ld",instr,& whdr.input_dtype);
fscanf(fp,"%s",instr); fscanf(fp,"%s %ld" instr,& whdr.input_sw);
fscanf(fp,"%s" ,instr); fscanf(fp,"%s %l d",instr,& whdr.output_sw);
fscanf(fp,"%s" ,instr); fscanf(fp,"%s %ld",instr,&whdr.Irn_sw);
* ID */ fscanf(fp,"%s %ld",instr,& whdr.dsp_interval);
fscanf(fp,"%s %d" instr,&whdr.nn_id[Q]); [* */
fscanf(fp,"%s %d" instr,& whdr.nn_id[1]); [*  fscanf(fp,"%s %ld",instr,&whdr.mask_sw); */
fscanf(fp,"%s %d" instr,& whdr.nn_id[2]); fscanf(fp,"%s %ld",instr,&whdr.mkslab_sw);
fscanf(fp,"%s %d" instr,&whdr.nn_id[3]); fscanf(fp,"%s %l d",instr,& whdr.rtslab_sw);
/* */ /* */
fscanf(fp,"%s %d" instr,& whdr.nn_layer); fscanf(fp,"%s %d" instr,&whdr.write_w[Q]);
[* */ fscanf(fp," %s %d" instr,& whdr.write_w[1]);
fscanf(fp,"%s %d" instr,& whdr.num_of _Irn_ptrn); [* */
* */ fscanf(fp,"%s %f" instr,& whdr.evl_1[0]);
fscanf(fp,"%s %d",instr,&whdr.num_of _1ptrn); fscanf(fp,"%s %f" instr,&whdr.evl_1[1]);
[* ID */ fscanf(fp,"%s %f" instr,& whdr.evl_1[2]);
fscanf(fp,"%s %ld",instr,& whdr.mask_id); fscanf(fp,"%s %f" instr,& whdr.evl_1[3]);
[* */ fscanf(fp," %s %f" ,instr,& whdr.evl_I[4]);
fscanf(fp,"%s %l d",instr,& whdr.cell_1); fscanf(fp,"%s %f" instr,&whdr.evl_1[5]);
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fscanf(fp,"%s %f" instr,&whdr.evl_1[6]);
fscanf(fp,"%s %f" instr,& whdr.evl_I[7]);
I* */

fscanf(fp,"%s %d",instr,& sline);
fscanf(fp,"%s %d" instr,& eline);
fscanf(fp,"%s %d" instr,& scolumn);
fscanf(fp,"%s %d",instr,& ecolumn);

I* */
fscanf(fp,"%s %s" instr,& bmppath);

I* */
/I fscanf(fp,"%s %s",instr,fontmap);

fclose(fp);

cfg.mask_id=(int)whdr.mask_id;
cfg.ptrn_num=(int)whdr.num_of _lrn_ptrn;
cfg.Irn_num=(int)whdr.num_of 1ptrn;
cfg.final_err=(float)whdr.final_err;
cfg.max_itteration=(int)whdr.max_lrncnt;
cfg.out_sw = (int)whdr.output_sw;

}
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