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Abstract

Applying of Learning by Observations with Hierarchical

Multiple Decision Trees to Software Agents

Junichiro Hirayama

It is a difficult task to hand-code optimal actions for software agents. A solution to
this is reinforcement learning. In reinforcement learning, agents might be able to acquire
optimal actions by learning from their experiences. However, acquisition of complicated
actions might take a great amount of learning time and might even be infeasible. To
solve these drawbacks, an approach called learning by observations has been proposed
in which learning of an agent is performed by observing human actions in the same
environment of that of the software agent. In this paper, we discuss a novel learning
methodology that uses hierarchical multiple decision trees, and apply it to RoboCup
agent learning by observations proposed earlier by the authors. The effectiveness of the

novel methodology is shown at the end of the paper.
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