soMOoOoooad
Jodgooboboooooood

gogoogg

oo

000000000 Self-Organizing Map:SOMOOD O 000000000 0ODOOODOO
gooooooooooooooogbooooboboooogoboooooooon
oo obbooboooooboooonoon
oo ouodbooooobboooooboboonooooooooon
Oo0000o0o0o0o0oo0obooooooooooooo0on0 PEOOOOOOODOOOOO
oo booooob oo ooouooon
0000000000 0000D000000000000000000O0D0Od Generalized
Input layer Parallel Model:GIPMOO OO0 OOOOOOOOOOOO GIPMOOOOO
SOMDO 00O GIPM-SOMOO OODOO0OO0OODOOODODOODDOOODODOOOODOOn
GCPM-SOMOO0OO0O0DOO0O0O0O0DOOOCOO DDMPO Data Driven Media Processor(]
O0oodoooooooooooGIPM-SOMOOCOOODOOOOOOODOOOOOO

godbobooooooooobooon

goodo O00oooooooSsoOoMOOO0O0O0OO0ODO0O0D0DOODODO0O0ODOODOOO0OO

ggon



Abstract

Parallel Implementation of Self-Organizing Map

on a Data-Driven Processor

Satoshi Fukunaga

The Self-Organizing Map(SOM) is a popular tool for data analysis. However, the
execution time of the training phase is long for many application domains that either
deal with very large data sets or require real-time responses. In order to resolve these
problems, many researchers have developed the parallel SOM algorithm. Popular paral-
lel SOM algorithm is used Competitive layer Parallel Model(CPM). But CPM algorithm
make load imbalance among PEs occurs. To solve this problem the Input layer Parallel
Model(IPM) was proposed. Then we present a novel scheme consisting of a new par-
allel training algorithm Generalized Input layer Parallel Model(GIPM). In this thesis,
GIPM algorithm and Generalized Competitive layer Parallel Model(GCPM) algorithm
implementation on a data-driven multiprocessor system, and compare its performance.
As a result, it was shown that GIPM is high-speed and high performance more than

GCPM.
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