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Abstract

Evaluation of Several Solution Methods of a Set Bipartition

Problem

NISHIMURA Akira

We consider a partition of given set of non-negative integers into two equal size
subsets. The sum of a subset is the summation of all elements included in the subset.
A set bipartition problem is to seek the best partition where the difference of the sum
of two subsets is minimum.

In order to solve this problem, four solution methods are used. Those are a greedy
method which is the simplest heuristics algorithm, a sequential improvement method
which improves the solution of the greedy method, a complete enumeration method
which guarantees the optimal solution, and a genetic approach which is one of the
effective optimization techniques. These are compared and verified in the accuracy of
a solution and calculation time. Experimented results are shown and the evaluation of

those four methods is discussed.
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