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Abstract

Candidate reduction method using plural information

concerning distance in preliminary classification

Mitsuhiro Kubo

This paper proposes candidate reduction method using plural information con-
cerning distance in preliminary classification(] The method using the ratio of distance
ry0 output the candidates included within distance r;d ¢ where dy is the first candi-
date’s distanced as preliminary classification results. The method using the difference
of distance AdO output the candidates included within distance d; + Ad as preliminary
classification results. Concrete processing of setting ry and Ad are as follows. (1)Al-
locate each learning sample to the division section decided corresponding to the dy of
a learning sample. (2)Calculate ry and Ad for each learning sample in each division
section. (3)Set the largest ry and Ad in the laerning sample as 7y and Ad, respectively,
in the division section. This paper proposes two methods as a selection method. The
method 1 specifies the method which should use in the top-down from r; and Ad for
each division section where d; is locatedd Method 2 sets two standard values every each
division section and chooses ¢ or Ad according to the relationship between d¢ and two
standard values. On the experiments using ETLIB(3,036 characters x 200 samples)
under the condition that the number of section division is 5, the method 1 and method
2 reduced the number of candidate by 83.0 0 and 81.0 O, respectively, in comparison
with the traditional methodO Classification ratio of method 2 for test data keeps the

same value as that of the method which uses only r yOwhile classification ratio of method

T



1 for test data has dicreased 0.13 O in comparison with the method which uses only
r¢. Method 2 is effective to reduce candidates while keeping classification rate, though

method 1 is effective to reduce candidates disregarding the decrease of classification

rate.

key words Character recognition[dPreliminary classificationd Candidate reduction

Ratio of distanceld Difference of distance
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