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Abstract

A study of resistant improvement method of spike condition

backbone traffic in streaming transfer

Kenshi Inoue

Recently, the video delivery service using is becoming the streaming transferd The
data transfer quality of the streaming is influenced by the backbone trafficd When the
traffic increases like the spike on the delivery route, the packet loss and the packet
transfer delay might be causedl]

To solve this problem, this study proposed a method to transfer the streaming data,
which is buffered at the special routers on the streaming delivery course. To do a steady
forwarding to the client, the buffering of the streaming data is done in AS(Autonomous
System) that is the nearest to a client. Concretely, it is two places of the edge router
connected with the edge router and other AS connected with the client. The router
buffering streaming data calls itself a buffering router. The buffering router was the
transfer control for each client.

The simulation, for the streaming delivery were verified for the best effort network
and for the network where proposal method was mounted. The backbone traffic was
adjusted to the amount of traffic of 50% of the link band width. The backbone traffic
increased to 120% for the link band width in the periods of 0.2-1.5 seconds according
to the spike condition change. As the result, the delivery in the best effort network was
able to confirm that the reception bit rate of the client was decreased 30% compared

to the maximum rate. The delivery used the network where the proposal method had
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been mounted was able to maintain constantly the reception bit rate at the client.
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