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Abstract

Automation of KANSEI Evaluation in KANSEI Image

Retrieval of landscape Images

NACATOMO Koji

This research deals with automation of KANSEI evaluation after taking into con-
sidering the relation between the color feature and KANSEI. In this research, a three-
layered hierachical neural network is formed surprised learning by the color features and
the KANSEI evaluation value derived from Semantic Diffrencial Method by a human
testee. A color feature is a 45-dimensional vector including the maximum frequency
value is a color histogram, average, distribution, skewness and kurtosisof RGB, HSV
and Lab, respectively. As a result of Principal Component Analysis, the dimension of
color features is reduced from 45 to 6, with the components over 5 percent contribution
rate. A hierachical neural network consists of input layer, hidden layer and output layer.
Backpropagation algorithm is performed as a superrised learning.

As a result of the experiment, the precision of the output of proposed method is 70
percent for the KANSEI words “bright, calm, like”, and is 60 percent for the KANSEI
words “beautiful, fresh.” The result shows that proposed method increases the quality
of KANSEI evaluated images data and can be applied for KANSEI image retrieval

sysyem.
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