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Abstract

Realizing Scan Computation Pattern on MapReduce

Masakazu HATASHIMA

In recent years, has become huge data than can be handled in a single PC, the
importance of parallel computing has been increasing. However, to create a program
that performs parallel computation is difficult. MapReduce is high-speed processing
can be performed in parallel by running a small processing on large-scale compute-node
cluster, is a programming model has been developed by Google. Than the previous
proposal of MapReduce, study of parallel computation has been made to the list which
is a data structure in order between the elements, calculated pattarn reduce and scan
is also important in that. However, the case has been implemented on the MapReduce
to reduce, but how to implement the scan is not clear.

In this study, realized on the scan computation pattern on MapReduce was car-
ried out to verify the speed and volume effect by it. From the results, MapReduce

purogramming can be applied to parallel computing for the list could be confirmed.
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