25

SPAM A —/ /L OB TE L 7 s 5

BTE, SPAM X —AEDEHBIT2FREE LT, BBREEO—2ThLI T A —T A X
SRR (NATT Ry NU—7) BRbHY, KEA—LT 28R L LTRSS HWSAT
W5, LarL, ZOMo% < O TE FiEZ SPAM A —/LVOREEICEH L, E&EMIC
g SN TEARIE S £ 0 72, & ZTARIZETIE, SPAM A —/VOHBNZ, FA—T XA X
SRR, =a— TRy NU—7, $R— T 2 =< (SVM), ¥ 7, AdaBoost,
RandomForest ZZ 1L Z i L, %55 & AARGED SPAM X —/VHBIZATV, &FFIED
FEMEREZAONICT D, L SPAM A — VR0 T —#121%, UCI Machine Learning
Repository $#£flid>07—% -+~ b [Spambase] % H\5. %k 4601 B> H, T4 A
B S A72 500 ~ 4000 @A ENENIT —2 & L, TNENOED EZT AT —2 L L
THRIZAT S, BARFE SPAM 2 —VHIBIOT —2 2y MY, MEI/ER LIz — 2% H
W5, 21400 mD OB, T X NTEE I 1000 @A —2 &L, KD ET AR
F—& L LTHBIZTTH. ¥5E SPAM A —/LICBWCRBEOSRMED b & THBIZFT, 4
BFE R AT 5. AR E LT, #iE SPAM A —/VHIBITIX, Bayes €7 /LSO 5 Tik
2% 90.6 ~ 94.9 %DYBIE L 72D Z xR T. £, HAFEDO SPAM X —/LOHBIHIT,

Bayes E7 /W 42.8 %, EDIENOFIEIL 77.0 ~ 79.5 NOHBIR L 725 Z L 2R T

F—J—F  SPAM, HEMCFEE, FA —7~f AR, =a—F A%y hT—2, PR—

fRy 2 —< v, NX 7, AdaBoost, Random Forest



Abstract

Performance Comparison of Machine Learning Algorithms

for SPAM Discrimination

Fujimori Natsuki

Many other machine learning techniques are able to applied for classification, and
quantitative comparison is required. In this research, Naive Bayes Classifier, Neural
Network, Support Vector Machine (SVM), Bagging, AdaBoost, and Random Forest
are applied to classify e-mail written in both English and Japanese in order to filter
SPAM mail out. Those algorithms are compared with each other from a viewpoint of
classification precision. For English e-mail classification, the dataset ” Spambase” of UCI
Machine Learning Repository is used. Total number of the data is 4601, and training
data is from 500 to 4000, which are randomly selected, and the rest are the test data.
For Japanese e-mail classification, original corpus is created and used. Total number
of the data is 1400 and training data are randomly selected to 1000. SPAM email in
English discrimination is performed under the same conditions to compare the result of
precision. As a result, for English SPAM distinction, all algorithms except Naive Bayes
Classifier achieves the precision exceeding 90 %. Moreover, for Japanese SPAM, Naive
Bayes Classifier became a distinction rate of 42.8 %, and 77-79 % abtained by other

algorithms.

key words SPAM, Machine Learning, Naive Bayes Classifier, Neural Network, Sup-

port Vector Machine, Bagging, AdaBoost, Random Forest
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