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Abstract

Feature Selection for Prediction of

Stock Price Time Series

Atsuhito NAKAI

Prediction of stock price using the text data of the news in the Internet attracts
many researchers. This thesis proposes a feature selection of text data obtained from
newspaper articles in the Internet for the stock price prediction by machine learning.
In addition, the random forest algorithm is used to improve the accuracy of prediction.
The random forest has been achieved high accuracy for text data learning in previous
research. The result using random forest is compared with that of support vector
machine, which is a popular algorithm in machine learning. The articles are retrieved
from Nihon Keizai Shimbun Morning Newspaper of January 1 to December 31, 2013,
and the training data are given as price up, price down, and stationary price. For
feature selection, words extracted from articles are selected by correlation between prices
and the frequency of the occurrence of the word. Furthermore three word occurrence
vectors for three days latest to the day for prediction are combined and used for better
prediction. We propose the vector as time-series word frequency vector. In addition,
singular value decomposition is employed to time-series word frequency vector in order to
reduce the dimension of word frequency vector. The experimental data, which, consists
of 500 words selected by the correlation are obtained from the articles for 233 days. As
a result, the accuracy of prediction improves in the case of applying proposed methods,

i.e., word feature selection using correlation, time-series word frequency vector, and
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singular value decomposition.
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