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Abstract

Implementation and Evaluation of

Parallel Monte-Carlo Tree Search with MPI

Yuuma Fujimoto

The Monte-Carlo tree search is an algorith useful in not only two-person games bust
also one-person games and multiplayer games. Moreover, it is a highly flexible algorithm
as its effectiveness is shown also in plannings, the security evaluation using a biometrics
system, and so on. In the Monte-Carlo tree search, we can search a more precise answer
by increasing the number of simulations. However, increasing the number of simulations
leads to the increase of the execution time. In order to solve this problem, in this study,
the Monte-Carlo tree search is parallelized with the Message-Passing Interface that is
a widely-used standard of parallel programming. By parallelizing the algorithm, we
shorten the execution time while making the number of simulations increase. In order
to realize parallel Monte Carlo tree search, two techniques, Root parallelization and Tree
parallelization, were used. Experiments were conducted on a cluster of 16 computing
nodes. With a suitable adjustment of communication frequency, the overall computation

was accelerated.
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