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Abstract

Influence of Data Placement on Processing Time

in MapReduce-based Pairwise Computation

Hideki MAEDA

When we perform computation with files on distributed file systems, transfer of
data over the network may cause lower performance. Since the demand for the similar-
ity search is increasing, in this study we focus on the pairwise computation implemented
in MapReduce, and study the effect of data arrangement on the processing time. We
conduct experiments in two cases: when the tasktracker is on the datanode, and when
the tasktracker is out of the datanode. As a result, we confirmed the effect on perfor-

mance depending on the file size and the block size.
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