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Abstract

Improvement of Simulation Accuracy

in Monte Carlo Daihinmin Players

Takamasa ZIBIKI

In recent studies of Daihinmin, the Monte-Carlo method has been applied to Dai-
hinmin players. Monte-Carlo player calculates an evaluation value of each meld by
performing a lot of playouts, which are random simulations to the end of the game. The
strength of Monte-Corlo players depends on the accuracy of the playouts.

In this study, we took two approaches in order to improve the accuracy of the
playouts of Daihinmin Monte-Carlo players.

In the first approach, we estimate the opponents’ hands, from which playouts are
performed, as close to the real ones as possible. Since Daihinmin is a game with imper-
fect information, it is impossible to know the opponents’ hands. The difference between
the estimated hands and the real ones would become a factor that reduces the accuracy
of playouts. If we can estimate the opponents’ hands more precisely, we can improve
the accuracy of playouts.

The second method is to approximate the play strategies in the playouts. The
simplest Monte-Carlo method, called primitive Monte-Carlo, performs playouts just
with random numbers. The difference between the random plays and the real ones
would become a factor that reduces the accuracy of playouts. If we can mimic the play
strategies of the players, we can improve the accuracy of playouts.

In this study, we investigated the effects of these two approaches on Daihinmin
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Monte-Carlo players.

For the first approach, we compared the melds computed by Monte-Carlo players
with different hand informations with the best hand computed by Monte-Carlo Tree
Search player with perfect information. We found after this experiments that partial
information of opponents’ hands may improve evaluation values but the effects on se-
lecting the best hand are small.

The two experiments were performed for the second approach. The first experiment
investigated the performance of the evaluation function developed with a three-layer
neural network. We investigated how often we can select the real melds played in the
game records using the evaluation function. It was confirmed that the concordance rate
of submission hand combination increases by increasing the training data to be used for
learning, and concordance rate saturates over 15,000 training data. In the evaluation
function learned from 15,000 training data, submitted hand role concordance rate for
the unknown boards has become approximately 69%. The second experiment investi-
gated the performance of the Monte-Carlo player applying the evaluation function. The
proposed player selected the meld computed with the three-layer neural network in the
playouts. We compared the proposed Monte-Carlo player with the primitive Monte-
Carlo player. After the experiments, we confirmed that the Monte-Carlo player with

the evaluation function is stronger than the primitive Monte-Carlo player.

key words Daihinmin, Monte-Carlo Method, Monte-Carlo Tree Search,

Three-Layer Neural Networks
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