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Abstract

Feature Extraction with Randomness for an Application to

Machine Learning from Text Data

Natsuki Fujimori

In text processing, a word vector, which is converted from text document data, is
usually used as a feature vector. A word vector is a histogram of word frequency or
occurrence of a document. It is a numerical data, however it is not a quantitative data
such as ratio scale. It is originally a qualitative data such as ordinal or nominal scale.
Some methods for data mining using machine learning employ numeric calculation which
can discriminate quantitative data that able to define the distance or inner product
of feature vectors, but random forests employing decision trees is machine learning
technique which is suitable for qualitative text data because it constructs various shapes
of decision trees by choosing predictor values randomly. When choosing predictor values,
the random sampling is performed using pseudo-random sequence. However, if the
number of tree depth to construct, the number of decision trees to use discriminate, or
the number of features predictor values of decision trees are small values, the bias may
appear because of non-uniformness of pseudo-random numbers. In order to solve this
problem, in this study, we propose an application of quasi-random number generator.
quasi-random sequence generates uniform sequence of points. When the number of
tree of depth, the number of trees using for discrimination, or the number of features
constructing tree are small, the proposed method is able to achieve higher performance

than pseudo-random. By using the original Japanese SPAM e-mail dataset (600: SPAM,
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1000: non-SPAM), we perform the experiment of conventional and proposed methods.
As a result, under the condition that the maximum number of tree is 2, and that the

number of feature is under 10, the proposed method improves 2 or 3 percent of the

precision.

key words Random Forest, Pseudo-Random Sequence, Mersenne Twister, Low-

Discrepancy Sequence, Quasi-Random Sequence
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