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Abstract

A Study on Deep Neural Network Incorporating Integrate
And Fire Model Neuron

Yuki UMEZAKI

In recent years, novel artificial neural networks (ANN) enabling to deep learning
are actively investigated. And various forms of neural network (NN) are developed.
However they are mainly based on FR (Firing Rate) model neuron. That is biological
neural network (BNN) and abstract most of the behavior of real neurons, e.g., temporal
charge in the membrane potential, arrival timing of the spike signal and so on. Therefore,
more precise neuron model could have potentiality to improve identification capability
due to its flexibility to unknown data.

Thus, this study examined deep neural network (DNN) which combines integrate
and fire (IAF) model and FR. In the proposed DNN, TAF is applied to FC and FR is
done to stacked denoising neural network (SdA).

It was evaluated the proposed DNN in terms of identification rate and time in
voice identification challenges. As a result, identification rate of the proposed DNN was
close to that of the traditional DNN. But the processing time of the proposed DNN was
about 10,000 ~ 25,000 times of that of the traditional DNN. Therefore, it is necessary
to study learning algorithm tunable to the IAF model’s parameters in order to improve

identification rate and time.
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