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Abstract

Low-Dimensional Features using Neural Network for Text

Data

Yuto KAWAKAMI

In the research area of the text mining using the machine learning, word vectors
are widely used to represent text documents. Word vector expression is also called as
one-hot expression (1-of-k expression), and only the value for a word is non-zero and
the others are zero. Using one-hot expression, the number of dimension of the feature
is over several thousands. The reason of the high dimension of word vector expression
is that the dimension equals to the number of word used in all documents. The curse
of dimensionality is caused by high dimension when machine learning is performed
using feature vectors. In order to reduce the dimension, several methods have been
proposed. Recently, low dimensional expression of word vector using Word2Vec has
been proposed using neural network. The purpose of this research is to evaluate the
low dimensional features using Word2Vec compared with high dimensional features
using one-hot expression in text mining using machine learning. In this research, stock
price prediction from newspaper, spam mail discrimination in Japanese, and reviews of
shopping item in English are used to compare. First, words included in training data are
input to Word2Vec and it outputs low dimensional features. Next all low dimensional
word vectors in a news article are summed and the vector of the summation is treated
as a feature vector of a news article. All articles are converted to article feature vectors,

and they are divided into training and test data. For one-hot expression, frequency
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of word appeared in an article are used to make a word vector. The training label of
stock market prediction are three categories, price up, price down, and stationary price.
The training label of spam mail in Japanese are two categories, spam and non-spam.
The training label of reviews of shopping item in English are two categories, positive
meaning and negative meaning. As a result, the accuracy using low dimensional features

is higher than high dimensional features.
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