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Abstract

A Study on the Implementation and Parallelization by

Super-resolution Processing Using Haskell

Takuya MATSUMOTO

Functional programing language Haskell has several features such as lazy evaluation
and referential transparency. Advantages of Programming in Haskell, include brief
description compared with procedural programming and parallelization. In recent years,
thanks to the development of libraries, documents and community, we can develop a
variety of application, including parallel processing.

In this study, I implemented the super-resolution processing for the fMRI images
using the Haskell. Then I verified the performance and the effect of parallel processing,
I implemented super-resolution processing using normal Haskell (sequential), Repa and
Accelerate libraries (oarakkek), and compared them.

As a result of experiments, parallel computation with a multicore CPU reduced
70% of the processing time, parallel computation with GPU, however increased the
processing time by 20%. This is probably caused by missing the cache of CUDA kernels
or by the SIMD divergence.

The results give the following findings. In the parallel implementation using the
Haskell, it is easy to implement sequential program ones. Furthermore, those parallel
programs exhibit nice scalability. On the other hand, there remains anissue that only

using the sequential processing algorithms dose not benefit from the high performance

of GPUs.
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