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Abstract

Performance Improvement by Evolutionary Computation for

Brain Decoding of Facial Expression Recognition

There are several studies of brain decoding using fMRI and they are mainly focused
on vision. Brain decoding employs machine learning and hyper-parameters should be
determined for the algorithm. Previous studies use grid search to optimize the param-
eters. Generally, the search space of hyper-parameters are wide and sometimes it takes
a long time to optimize the parameters. Therefore, in this study we use particle swarm
optimization (PSO), which is a variation of evolutionally computation, to search optimal
parameters. This study aims at the improvement of accuracy of brain decoding, while
it spends a shorter time for the optimization of hyper-parameters. In PSO, particles
have position and velocity, and each particle moves in the search space to find optimum
values of hyper-parameters.

In order to evaluate the proposed technique, we use the fMRI data retrieved for a
brain decoding study of facial expressions. We perform SPM analysis for the data for
preprocessing and obtain brain activity data for 8 subjects seeing smile and anger faces.
Grid search and PSO are used to optimize the hyper-parameters and compared each
other. Support vector machine with Gaussian kernel is used as machine learning. As a

result, we found that the higher accuracy can be obtained in a shorter time by PSO.
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