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Abstract

A Study on Priority-Based Scheduling in

Data-Driven Processor

Kazuma FUKUDA

In recent years, with the broad spread of Internet of Things (IoT) technology, the
number of IoT devices is increasing year by year. Particularly in real time applica-
tions such as automobiles and robots the IoT device has to satisfy real-time constraints
of various tasks. In order to do that, it is necessary to schedule execution resource
allocation for individual tasks along with its priority. However, in the von Neumann
sequential processor, a context switch for a prioritized task might lead performance
degradation. Therefore, this study focuses on parallel processing processor that could
hide such context switch overhead, especially, a data-driven model of computation rep-
resenting intrinsic parallelism by a directed graph.

This paper proposes priority-based scheduling methods in a self-timed data-driven
processor (DDP) which is a hardware implementation of a data driven model of com-
putation. The one is an input scheduling method by which invocation or postpone of
all task are controlled at input part of the DDP. The other is an internal scheduling
method by which the stop or resume of the task execution are controlled within the
DDP. Both methods can be introduced in the DDP by implementing a multiplicity de-
tector, which observes the packet flow rate in the DDP, and priority-based task queues,
which enqueue / dequeue tasks along with the detected multiplicity.

Using 65 nm CMOS library, we conducted the post-synthesis evaluation of the
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DDP equipped with the proposed scheduling methods and then we measured actual
delay time and area overhead of the additional scheduling circuits. As a result, we

confirmed that both methods lead little overhead of throughput of the DDP.

key words Priority-Based Scheduling, Self-Timed Pipeline(STP), Data-Driven Pro-

cessor(DDP)
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