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Abstract

Computer Players Based on TD Learning

for Game 2048 and Its Two-player Variant

Kazuto Oka

One of the factors that affects the strength of a computer player based on TD
learning in game “2048” is N-tuple networks used for the player. But it is unclear
whether the N-tuple networks used so far are adequate. In “2048”, if good N-tuple
networks can be used, the strength of the computer player based on TD learning using
this can be improved. However, it is difficult to investigate all the performance of N-
tuple networks which can be enormous. Therefore, I propose systematic selection of N-
tuple networks from ordering of N-tuples using own usefulness calculated by exhaustive
analysis. In addition, I consider the ordering of the obtained /N-tuple and discuss the
characteristics of N-tuple with high usefulness and the property of “2048”. I investigate
the performance of the player using N-tuple networks selected by the proposed method.

Also, by applying the player based on TD learning at “2048”, I make a computer
player based on TD learning in “two-player 2048”. 1 improve the player’s strength
through TD learning in self-game-play. As the baseline for TD learning, I use a player
based on TD learning at “2048”. I make a stronger player by combining the player
of ”Battle type 2048” with the minimax method and compare the strength by playing
against the player using the existing method. I combine the “two-player 2048” player
with the minimax method. I compare the strength of the “two-player 2048” player with

the strength of the player using the existing technique by buttle.
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