
2021: Master’s thesis Abstract Informatics course, Graduate School of Engineering, Kochi University of Technology

3D MRI Reconstruction Based on 2D Generative Adversarial
Network Super-Resolution
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1 Introduction

Our study proposes a two-steps super-resolution

reconstruction method to achieve the three-dimensional

reconstruction of MRI based on the two-dimensional

gradation. The method we put forward has achieved

good visual effects and sufficient high-frequency de-

tails.

In our research, we propose to perform super reso-

lution reconstruction of MRI from the two-dimensional

level. The super resolution reconstruction of MRI usu-

ally uses a three-dimensional convolutional neural net-

work but including a high time cost and insufficient

memory resource allocation. Therefore, we utilize the

two-dimensional convolutional neural network to per-

form super-resolution reconstruction of MRI. We pro-

pose two super-resolution reconstruction steps. In the

first reconstruction work, we propose a residual mul-

tiscale module with an attention mechanism genera-

tive adversarial network(RMAM-GAN)[1] to perform

super-resolution reconstruction of half the number of

MRI slices. Aiming at the noise and missing values

in the reconstructed MRI, we propose a noise module

enhanced generative adversarial network(nESRGAN)

as the second super-resolution reconstruction network.

Our method completes the MRI super-resolution re-

construction based on the two-dimensional gradation.

Moreover, the restoration of high-frequency informa-

tion is superior to traditional three-dimensional super-

resolution methods. The obtained high-resolution MRI

can help doctors obtain more brain information, which

has particular significance for diagnosing and predict-

ing brain diseases.

2 Main methods

Our research is based on MRI slices to carry out

MRI reconstruction to reduce training costs and mem-

ory allocation problems. Considering the characteris-

tics of the 3D pixel matrix of MRI, we can obtain

slices in three orthogonal planes[2] by traversing the

three dimensions of MRI. We set a scale factor of 2

in the experiment. According to the matrix character-

istics of MRI, obtaining the entire MRI requires half

the number of slices to be prepared as a condition for

reorganization. Moreover, although the number of re-

constructed slices is only half in the three dimensions,
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Figure 1 Main Reconstruction Steps.
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Figure 2 RMAM-GAN(above) and nESRGAN(below).

MRI can still be reconstructed based on the par-

ticularity of MRI. Due to the insufficient number of

slices, there are many noises and missing values in the

reconstructed MRI. In the beginning, we consider that

the reconstructed slice has much high-frequency in-

formation, which can be interpolated and repaired by

surrounding pixel values.

However, interpolation repair will only restore more

low-frequency information and enlarge the influence of

noise and missing values, resulting in more blurred ar-

eas. Therefore, we build a second network to perform

a second super-resolution reconstruction of the entire

MRI to restore the overall high-frequency information

and details. We take the new slice as a low-resolution

image and then perform the super-resolution recon-

struction of the new network. Finally, we recombine

the reconstructed MRI slices to obtain a new high-

resolution MRI.

Figure 1 shows the specific steps. We use RMAM-

GAN to perform MRI super-resolution reconstruction

in the first reconstruction. RMAM-GAN can obtain

MRI high-resolution slices with affluent details. After

that, a second super-resolution reconstruction is
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Table 1 Comparison of 2D and 3D.

PSNR↑ SSIM↑ LPIPS↓
Gaussian Blur(LR) 19.2471 ± 1.7245 0.4353 ± 0.0859 0.4661 ± 0.0268

3D-SRCNN 16.5874 ± 0.3925 0.5352 ± 0.0273 0.4007 ± 0.0101

3D-SRGAN 21.7050 ± 1.3896 0.7397 ± 0.0132 0.2021 ± 0.0113

ours 23.9249 ± 0.2631 0.8804 ± 0.0067 0.1220 ± 0.0043

performed through nESRGAN to supplement and

restore more high-frequency information. The archi-

tecture of the two networks is shown in Figure 2.

3 Result and Comparison

After the reconstruction from two networks, we

compare the performance of MRI super-resolution re-

construction. Firstly, we compare the details before

and after the MRI reconstruction in the spatial do-

main. Figure 3 shows the pixel distribution of the

image reconstruction. It can be seen that the distri-

bution of the MRI slice before reconstruction is quite

different from that of the original high-resolution MRI

slice, and the reconstructed MRI slice fits the distri-

bution of the original high-resolution MRI slice. The

content is close to the authentic MRI slice, and there

are minor differences in details, but it is close to the

authentic MRI slice.

Traditional MRI three-dimensional super-resolution

reconstruction in deep-learning generally uses CNN or

GAN to perform[3]. We also compare our method

with three-dimensional-based super-resolution meth-

ods. As is shown, Table 1 shows the comparison of

each method. It can be seen from the table that our

method maintains advantages in image evaluation com-

pare to 3DSRCNN and 3D-SRGAN. In addition, 3D-

SRGAN and our method are better than other meth-

ods (figure 4). In terms of texture details, our method

is superior to 3D-SRGAN.

Figure 3 Comparison of pixel histogram.
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Figure 4 Comparison of interpolation,2D and 3D.

4 Conclusion

Our study proposes a two-steps super-resolution

reconstruction method to achieve the three-dimensional

reconstruction of MRI based on the two-dimension.

The method we put forward has achieved good vi-

sual effects and sufficient high-frequency details, which

can improve the efficiency of diagnosis within a limited

time.
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